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Abstract—Predicting where people look in static scenes, a.k.a a visual saliency, has received significant research interest recently. However, relatively less effort has been spent in understanding and modeling visual attention over dynamic scenes. This work makes three contributions to video saliency research. First, we introduce a new benchmark, called DHF1K (Dynamic Human Fixation 1K), for predicting fixations during dynamic scene free-viewing, which is a long-time need in this field. DHF1K consists of 1K high-quality, elaborately-selected video sequences annotated by 17 observers using an eye tracker device. The videos span a wide range of scenes, motions, object types and backgrounds. Second, we propose a novel video saliency model, called ACLNet (Attentive CNN-LSTM Network), that augments the CNN-LSTM architecture with a supervised attention mechanism to enable fast end-to-end saliency learning. The attention mechanism explicitly encodes static saliency information, thus allowing LSTM to focus on learning a more flexible temporal saliency representation across successive frames. Such a design fully leverages existing large-scale static fixation datasets, avoids overfitting, and significantly improves training efficiency and testing performance. Third, we perform an extensive evaluation of the state-of-the-art saliency models on three datasets: DHF1K, Hollywood-2, and UCF sports. An attribute-based analysis of previous saliency models and cross-dataset generalization are also presented. Experimental results over more than 1.2K testing videos containing 400K frames demonstrate that ACLNet outperforms other contenders and has a fast processing speed (40fps using a single GPU). Our code and all the results are available at https://github.com/wenguanwang/DHF1K.
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1 INTRODUCTION

HUMAN visual system (HVS) has an astonishing ability to quickly select and concentrate on important regions in the visual field. This cognitive process allows humans to selectively process a vast amount of visual information and attend to important parts of a crowded scene while ignoring irrelevant information. This selective mechanism, known as visual attention, allows humans to interpret complex scenes in real time.

Over the last few decades, several computational models have been proposed for imitating attentional mechanisms of HVS during static scene viewing. Significant advances have been achieved recently thanks to the rapid spread of deep learning techniques and the availability of large-scale static gaze datasets (e.g., SALICON [2]). In stark contrast, predicting observers’ fixations during dynamic scene free-viewing has been under-explored. This task, referred to as dynamic fixation prediction or video saliency detection, is essential for understanding human attention behaviors and has various practical real-word applications (e.g., video captioning [3], compression [4], question answering [5], object segmentation [6], action recognition [7], etc.). It is thus highly desired to have a standard, high-quality benchmark composed of diverse and representative video stimuli. Existing datasets are severely limited in their coverage and scalability, and only include special scenarios such as limited human activities. They lack generic, representative, and diverse instances in unconstrained task-independent scenarios. Consequently, existing datasets fail to offer a rich set of fixations for learning video saliency and to assess models. Moreover, they do not provide an evaluation server with a standalone held out test set to avoid potential dataset over-fitting.

While saliency benchmarks (e.g., MIT300 [8] and SALICON [2]) have been very instrumental in progressing the static saliency field [9], such standard widespread benchmarks are missing for video saliency modeling. We believe such benchmarks are highly desired to drive the field forward. To this end, we propose a new benchmark, named DHF1K (Dynamic Human Fixation 1K), with a public server for reporting evaluation results on a preserved test set. DHF1K comes with a dataset that is unique in terms of generality, diversity and difficulty. It has 1K videos with over 600K frames and per-frame fixation annotations from 17 observers. The sequences have been carefully collected to cover diverse scenes, motion patterns, object categories, and activities. DHF1K is accompanied by a comprehensive evaluation of 23 state-of-the-art approaches [10]–[31]. Moreover, each video is annotated with a main category label (e.g., daily activities, animals) and rich attributes (e.g., camera/content movement, scene lighting, presence of humans), which facilitate deeper understanding of gaze guid-
ance in free viewing of dynamic scenes.

Further, we propose a novel video saliency model called ACLNet (Attention CNN-LSTM Network), which extends the CNN-LSTM architecture [32] using a supervised attention mechanism. CNN layers are used for extracting static features within input frames [33], while convolutional LSTM (convLSTM) [34] is used for sequential fixation prediction over successive frames. An attention module, learned from existing image saliency datasets, is used to enhance spatially informative features of CNN. Such a design helps disentangle underlying spatial and temporal factors of dynamic attention and allows convLSTM to learn temporal saliency representation efficiently. It also helps avoid overfitting with relatively few video data. With such training protocol leveraging both the dynamic and static fixation data, we build an end-to-end trainable video saliency model and experimentally demonstrate its superior performance and high processing speed.

1.1 Contribution
In summary, our contributions are four-fold:

1) A large-scale eye-tracking dataset for dynamic free-view fixation prediction. We introduce a benchmark of 1K videos covering a wide range of scenes, motions, activities, etc. Existing video saliency datasets lack variety and generality of common dynamic scenes and fall short in covering challenging situations in unconstrained environments. In contrast, DHF1K makes a significant leap in terms of scalability, diversity and difficulty, and is expected to boost video saliency modeling. To our knowledge, DHF1K is the largest eye-tracking dataset for dynamic, free-viewing fixation prediction.

2) A novel attentive CNN-LSTM architecture for dynamic visual attention prediction. Through a supervised attentive module, the proposed network is able to explicitly encode static attention into dynamic saliency representation learning by leveraging both static and dynamic fixation data. In addition, the attention module is trained in both explicit and implicit manners. As far as we know, we are the first to introduce such neural attention mechanism and training protocol for this task. Results show that our model significantly outperforms previous methods with a much higher processing speed (40 fps on a TITAN X GPU).

3) A comprehensive analysis of fixation prediction models on existing dynamic eye-tracking datasets (Hollywood-2 [35], UCF sports [35]) and our DHF1K. To the best of our knowledge, such large-scale quantitative study of the performance of visual attention models on dynamic fixation prediction has not been done before in the computer vision community. We present a thorough analysis including a comparison of the performance of static attention models as well as dynamic attention ones, a comparison of performance of deep learning and non-deep learning attention models, a discussion regarding how the performance of visual attention models on dynamic fixation prediction has evolved over the past 20 years and an attribute-level evaluation to provide better insight into the performance of saliency models.

4) A cross-dataset generalization experiment to quantitatively evaluate dataset bias. Previous video saliency datasets started out with the goal of being as varied and rich as possible, but fail to answer how well they generalize to real visual world. We perform a cross-dataset generalization study, for the first time in this field, for exploring this essential but largely neglected issue.

This work extends our CVPR 2018 paper [1] in several ways. First, we provide additional details of the proposed DHF1K with respect to previous dynamic eye-tracking datasets and offer a more in-depth discussion of the proposed algorithm. Second, we provide a more comprehensive analysis of saliency models (23 state-of-the-art approaches in total) on three dynamic eye-tracking benchmarks and quantitatively assess their performances, analyze computation time, summarize their features, and review the performance improvement over the past 20 years. Third, more ablation studies are performed for thorough and insightful examination. Forth, we perform an attribute-based study which enables a deeper understanding of the results and points towards promising avenues for future research. Fifth, we perform a cross-dataset generalization analysis to quantitatively measure dataset bias and generalization. Last but not the least, based on our experiments, we draw several important conclusions that are expected to inspire future works in related topics.

1.2 Organization
In Sec. 2, we review previous benchmarks for dynamic visual attention prediction and representative works related to ours. Then, we elaborate our DHF1K dataset in Sec. 3. In Sec. 4, we describe our attentive CNN-LSTM model for dynamic fixation prediction by allowing the use of both static and dynamic eye-tracking data in an explicit and supervised attention module. In Sec. 5, we offer both quantitative and qualitative experimental analyses of our algorithm. Finally, concluding remarks can be found in Sec. 6.

2 RELATED WORK
2.1 Video Eye-Tracking Datasets
There exist several datasets [35]–[38] for dynamic visual saliency prediction, but they are often limited in variety, generality and scalability of instances. Some statistics of these datasets are summarized in Table 1. As seen, these datasets differ in many aspects, such as the number of participants, number of test images, types of stimuli, experimental settings, post processing, etc.

Hollywood-2 [35] comprises all the 1,707 videos from Hollywood-2 action recognition dataset [39]. The videos are collected from 69 Hollywood movies from 12 action categories, such as eating, kissing and running. The human fixation data were collected from 19 observers belonging to 3 groups for free viewing (3 observers), action recognition (12 observers), and context recognition (4 observers). Although this dataset is large, its content is limited to human actions and movie scenes. It mainly focuses on task-driven viewing mode rather than free viewing. With 1,000 frames randomly sampled from Hollywood-2, we found that 84.5% of fixations are located around on the faces.

UCF sports [35] contains 150 videos taken from the UCF sports action dataset [40]. The videos cover 9 common
Sports action classes, such as diving, swinging and walking. Similar to Hollywood-2, the viewers were biased towards task-aware observation by being instructed to “identify the actions occurring in the video sequence”. Statistics of 1,000 frames randomly selected from UCF sports suggest that 82.3% of fixations fall inside the human body area.

**DIEM** [37] is a public video eye-tracking dataset that has 84 videos collected from publicly accessible video resources (e.g., advertisements, documentaries, sport events, and movie trailers, etc.). For each video, free-viewing fixations of around 50 observers were collected. This dataset is mainly limited in its coverage and scale.

**Other datasets** are either limited in terms of variety and scale of video stimuli [36], [38], or collected for special purposes (e.g., salient objects in videos [41]). More importantly, none of the aforementioned datasets includes a preserved test set for avoiding potential data overfitting, which may seriously hamper the research process.

### 2.2 Computational Models of Fixation Prediction

The study of human gaze pattern in static scenes has received significant interests, and dates back to [26], [42]. Visual attention allocation depends on two types of mechanisms. The bottom-up attentional mechanism is driven by external environmental stimuli, involuntarily orienting attention to external, discriminative stimulus features (exogenous) - a white spot against a black scene or sudden movement against stable background. Bottom-up attention mainly occurs during pre-attentive vision and free viewing. Alternatively, the top-down mechanism is volitional, goal-directed and accompanied by longer-term cognitive factors (endogenous). For instance, when inspecting surveillance videos, guards are more likely to allocate their attention to moving people for detecting suspicious behaviors. Only few studies [43]–[45] have been so far specifically designed to model top-down attentional allocation in scenes. Involuntary and exogenous control of attention should be consistent across all human subjects, resulting in a high degree of coordination in multiple viewers’ visual attention behaviors given the same stimuli. In contrast, attention across individuals is less coordinated during endogenous control, since the internal cognitive states of the individual and their relation to the current stimuli are less predictable [37].

**Early static saliency models** [27], [46]–[52] are mostly concerned with the bottom-up visual attention mechanism (see [33], [34] for detailed review). **Contrast** is the most widely used assumption that conspicuous visual features pop out from its surroundings and involuntarily attract human attention. Computational models compute multiple visual features such as color, edge, and orientation at multiple spatial scales to produce a “saliency map”: a 2D distribution predicting the conspicuity of specific locations and their likelihood in attracting fixations [37], [42]. The locations with more distinct feature responses over surroundings usually gain higher saliency values.

Recently, deep learning based static saliency models [28]–[30], [55]–[59] have achieved great improvements, relying on the powerful end-to-end learning ability of neural networks and the availability of large-scale static saliency datasets [2]. More specially, Vig et al. [55] learned deep features from scratch and adopted a linear SVM to classify each local image location to be salient or non-salient (eDN model). This represents an early attempt that applied neural networks to visual attention prediction. Follow-up works mainly focused on exploiting more effective network architectures and leveraging transfer-learning techniques for learning more representative features. For example, DeepFix [56], DeepNet [30] and SALICON net [28] fine-tune VGG-16 [60] pre-trained on image classification task. Mr-CNN [57] was based on multi-streams that learn multi-scale saliency information. DVA [29] fused features from multiple layers of VGG-16 for saliency prediction. Pan et al. [31] promote the performance of a VGG-16 based saliency predictor with an adversarial training strategy.

The question of how humans distribute their attention while viewing static scenes has drawn a great amount of research effort. However, important dynamic behaviors of HVS in dynamic scenes have not been thoroughly explored. Previous investigations of dynamic scene viewing [10]–[16], [61], [62] mainly focus on bottom-up attention orienting, leveraging both static stimulus features and temporal information (e.g., optical flow, difference-over-time, etc.). Some of these studies [11], [61], [62] can be viewed as extensions of existing static saliency models with additional motion features. Such models are mainly bound to significant feature engineering and limited representation ability.

### Table 1

Statistics of typical dynamic eye-tracking datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Publication</th>
<th>Year</th>
<th>#Videos</th>
<th>Resolution</th>
<th>Duration(s)</th>
<th>#Viewers</th>
<th>Task</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRCNS</td>
<td>TIP</td>
<td>2004</td>
<td>50</td>
<td>640×480</td>
<td>6-94</td>
<td>15</td>
<td>task-goal</td>
<td>Videos typically include synthetic stimuli, outdoors daytime and nighttime scenes, etc.</td>
</tr>
<tr>
<td>Hollywood-2</td>
<td>TPAMI</td>
<td>2012</td>
<td>1,077</td>
<td>720×480</td>
<td>2-120</td>
<td>19</td>
<td>task-goal</td>
<td>Videos are collected from 69 movies and annotated with 12 action categories, such as eating, kissing and running.</td>
</tr>
<tr>
<td>UCF sports</td>
<td>TPAMI</td>
<td>2012</td>
<td>150</td>
<td>720×480</td>
<td>2-14</td>
<td>19</td>
<td>task-goal</td>
<td>Videos cover 9 common sports action classes, such as diving, swinging and walking.</td>
</tr>
<tr>
<td>DIEM</td>
<td>Cognitive Computation</td>
<td>2011</td>
<td>84</td>
<td>1280×720</td>
<td>27-217</td>
<td>~50</td>
<td>free-view</td>
<td>Videos are collected from publicly accessible video resources, including advertisements, documentaries, etc.</td>
</tr>
<tr>
<td>SFU</td>
<td>TIP</td>
<td>2012</td>
<td>12</td>
<td>352×288</td>
<td>3-10</td>
<td>15</td>
<td>free-view</td>
<td>The eye-tracking data are captured during the first and second views.</td>
</tr>
<tr>
<td>DHF1K (Ours)</td>
<td>CVPR</td>
<td>2018</td>
<td>1,000</td>
<td>640×360</td>
<td>17-42</td>
<td>17</td>
<td>free-view</td>
<td>Videos were elaborately selected to cover a wider range of scenes, motions, activities, etc. It is the largest eye-tracking dataset for dynamic, free-viewing fixation prediction.</td>
</tr>
</tbody>
</table>

---

1 http://ilab.usc.edu/bu/compress/
2 http://vision.imar.ro/eyetracking/description.php
3 https://thediemproject.wordpress.com
4 http://www.sfu.ca/~iba/jic/
5 https://github.com/wenguanwang/DHF1K
6 https://thediemproject.wordpress.com
of hand-crafted features.

To date, only a few deep learning based video saliency models [24], [25], [63], [64] exist in this field. They are mainly based on the two-stream network architecture [65] that accounts for color images and motion fields separately. In [24], an extra stream is added for capturing object information. These works show a better performance and demonstrate the potential advantages in applying neural networks to this problem. In [63], a 7-layer encoder-decoder network is designed to predict visual saliency for RGBD videos. Concurrent with our work, Gorji et al. [64] augment static saliency models with multi-stream LSTMs to predict video saliency. However, they do not 1) consider attentive mechanisms, 2) utilize existing large-scale static fixation datasets, and 3) exhaustively assess their performance over a large amount of data.

A related topic is salient object detection [66], [67] that uniformly highlights salient object regions in images [68]–[73], videos [74]–[79], image/video groups [80], or RGBD data [81], [82]. However, such algorithms often focus on inferring the main salient object(s), instead of investigating the attention behavior of the HVS during scene free-viewing.

2.3 Attention Mechanisms in Neural Networks

Recently, incorporating attention mechanisms into network architectures has shown great successes in several computer vision [83]–[86] and natural language processing tasks [87], [88]. In these studies, the neural attention is differentiable and can be learned in an automatic, top-down and task-specific manner, allowing the network to focus on the most relevant parts in images or sentences. In this paper, we use the trainable neural attention for enhancing intra-frame salient features, thus allowing LSTM to model dynamic representations easily. In contrast to previous models that learn attention implicitly, our attention module encodes strong static saliency information and can be learned from existing static saliency datasets in a supervised manner. This design leads to improved generality and prediction performance. As far as we know, it is the first attempt to incorporate a supervised attention mechanism into the network structure to achieve state-of-art results in dynamic fixation prediction.

3 The DHF1K Dataset

We introduce DHF1K, a large-scale dataset of gaze during free-viewing of videos. DHF1K includes 1K videos with diverse content and length, with eye-tracking annotations from 17 observers. Fig. 1 shows the center biases of DHF1K, compared to Hollywood-2 [35], and UCF sports [35].

3.1 Stimuli

The collection of dynamic stimuli mainly follows the following four principles:

- **Large scale and high quality.** Large scale and high quality are both necessary to ensure the content diversity of a dataset and crucial to guarantee a longer lifespan for a benchmark. To this end, we searched the YouTube engine with about 200 key terms (e.g., dog, walking, car, etc.) and 400 additional words proposed by ourselves. The detailed keyword selection process and the full keyword list can be found in the Supplemental Material. From the retrieved results, we carefully selected 1,000 video sequences. Each video was then converted to a 30 fps Xvid MPEG-4 video file in an AVI format and resized uniformly into 640 × 360 spatial resolution. Thus, DHF1K comprises a total of 1,000 video sequences with 582,605 frames with total duration of 19.420 seconds.

- **Diverse content.** Stimulus diversity is essential for avoiding overfitting and to delay performance saturation. It offers evenly distributed exogenous control for studying person-external stimulus factors during scene free-viewing.

In DHF1K, each video is manually annotated with a category label (totally 150 classes). These labels are further classified into 7 main categories (see Table 2). These semantic annotations enable deeper understanding of high-level stimuli factors guiding human gaze in dynamic scenes and benefit future research. Fig. 2 shows example frames from each category.

- **Varied motion patterns.** Previous investigations [37], [61], [91] suggested that motion is a key factor that directs attention allocation in dynamic viewing. DHF1K is designed to include various motion patterns (stable-/slow-/fast-motion of content and camera). Please see Table 3 for the information regarding motion patterns.

- **Various objects.** Previous studies [92]–[94] in cognitive psychology and computer vision have confirmed that objects guide human fixations. Objects in our dataset vary in their categories (e.g., human, animal, in Table 2) and frequency (Table 4). For each video, five subjects were instructed to count the number of main objects in each image. The majority vote of their counts was considered as the final count.

For completeness, in Tables 5 and 6 we also offer the information regarding scene illumination and the number of humans in the dataset. As demonstrated in [95], luminance is an important exogenous factor for attentive selection. Further, human beings are important high-level stimuli [96], [97] in scene free-viewing.
3.2 Apparatus and Technical Specifications

Participants’ eye movements were monitored binocularly using a SensoMotoric Instruments (SMI) RED 250 system at a sampling rate of 250 Hz. The dynamic stimuli were displayed on a 19” display (resolution 1440 x 900). A headrest was used to stabilize participants’ heads at a distance of around 68 cm, as advised by the product manual.

3.3 Participants

17 participants (10 males and 7 females, aging between 20 and 28) who passed the eye tracker calibration and had less than 10% fixation dropping rate, were qualified for our eye tracking experiment. All participants had normal or corrected-to-normal vision. They had not participated in any eye-tracking experiment nor seen the stimuli in DHF1K before. All subjects provided informed consent and were naive to the underlying purposes of the experiment.

3.4 Data Capturing

The subjects were informed that they would watch a series of unrelated silent video clips. The stimuli were equally partitioned into 10 non-overlapping sessions. Participants were required to freely view 10 sessions of videos in random order. In each session, the videos were also displayed at random. Before the experiments, eye tracker was calibrated using the standard routine in product manual with recommended settings for the best results. The calibration procedure was repeated until an acceptable calibration was obtained as determined by means of validation procedure offered by the product. This procedure expected participants to look at four small circles near the middle of the screen. The calibration was considered to be acceptable if a fixation was shown for each circle and no fixation appeared in an obvious outlier position. To avoid eye fatigue, each video presentation was followed by a 5-second waiting interval with black screen. After undergoing a session of videos, the participant took a rest until she was ready for viewing the next session. In this way, the video stimuli were shown to each subject in a different random order, and each of the video stimuli was viewed by all the 17 subjects. The raw data recorded by the eye tracker consisted of time and position values for each frame. We filter out the fixations which are outside of frames. Finally, 51,038,600 fixations were recorded from 17 subjects on 1,000 videos.

To convert the discrete fixation map into a continuous saliency map, we convolve each fixation location (of all subjects) with a small Gaussian filter. Following [8], [98], the size of the Gaussian is set to about one degree of visual angle (~30 image pixels in our case). The finally stored continuous saliency map is normalized to a range of 0-1.0.

3.5 Training/Testing Split

We split 1,000 dynamic stimuli into training, validation and test sets. Following random selection, we arrive at a unique split consisting of 600 training and 100 validation videos with publicly available fixation records, as well as 300 test videos with annotations held-out for benchmarking purpose.

4 Our Approach

Fig. 3 presents the overall architecture of our ACLNet. It is based on a CNN-LSTM structure that combines convolutional network and recurrent model to exploit both spatial and temporal information for predicting video saliency. The CNN-LSTM network is extended with a supervised attention mechanism, which explicitly captures static saliency information and allows the LSTM to focus on learning dynamic information. The attention module is trained from rich static eye-tracking data. Thus, ACLNet is able to produce accurate video saliency with improved generalization ability. Next, we elaborate each component of ACLNet.

4.1 The CNN-LSTM Architecture

Formally, given an input video \( \{ I_t \}_{t=1}^T \), we first obtain a sequence of convolutional features \( \{ X_t \}_{t=1}^T \) from CNN. Then, the features \( \{ X_t \}_{t=1}^T \) are fed into a convLSTM [34] as input. Here, the convLSTM is used for modeling the temporal nature of this sequential problem, which is achieved by incorporating memory units with gated operations. Additionally,
by replacing dot products with convolution operations, the convLSTM is able to preserve spatial information, which is essential for making spatially-variant pixel-wise prediction.

More precisely, the convLSTM utilizes three convolution gates (input, output and forget) to control the flow of signal within a cell. With the input feature $X_t$ at time step $t$, the convLSTM outputs a hidden state $H_t$ and maintains a memory cell $C_t$ for controlling state update and output:

$$i_t = \sigma(W_i^X \ast X_t + W_i^H \ast H_{t-1} + W_i^C \ast C_{t-1} + b_i),$$

$$f_t = \sigma(W_f^X \ast X_t + W_f^H \ast H_{t-1} + W_f^C \ast C_{t-1} + b_f),$$

$$o_t = \sigma(W_o^X \ast X_t + W_o^H \ast H_{t-1} + W_o^C \ast C_{t-1} + b_o),$$

$$C_t = f_t \ast C_{t-1} + i_t \ast \tanh(W_c^X \ast X_t + W_c^H \ast H_{t-1} + b_c),$$

$$H_t = o_t \ast \tanh(C_t),$$

where $i_t, f_t, o_t$ are the gates. $\sigma$ and $\tanh$ are respectively the activation functions of logistic sigmoid and hyperbolic tangent, ‘$\ast$’ denotes the convolution operator and ‘$\circ$’ represents Hadamard product. All the inputs $X$, cell memory $C$, hidden states $H$ and gates $i, f, c$ are 3D tensors of the same dimension. $Ws$ and $bs$ are weights and biases which can be learned with back-propagation. The dynamic fixation map can be obtained via convolving the hidden states $H$ with a $1 \times 1$ kernel (see Fig. 3 (c)).

In our implementation, the first five conv blocks of VGG-16 [60] are used. For preserving more spatial details, we remove pool4 and pool5 layers, which results in $\times 8$ instead of $\times 32$ downsampling. At time step $t$, with an input feature $I_t$ of resolution $224 \times 224$, we have $X_t \in \mathbb{R}^{28 \times 28 \times 512}$ and a $28 \times 28$ dynamic saliency map from the convLSTM. The kernel size of the conv layer in convLSTM is set to 3.

4.2 Neural Attention Module

We extend the above CNN-LSTM architecture with an attention mechanism, which is learned from existing static fixation data in a supervised manner. Such design is mainly driven by the following three motivations:

- Previous studies [91], [89] have shown that human attention is guided by both static and dynamic factors.
- The CNN-LSTM architecture introduces a large number of parameters for modeling spatial and temporal patterns. However, for sequential data such as videos, obtaining labeled data is costly. Even with large-scale datasets like DHF1K with 1K videos, the amount of training data is still insufficient, considering the high correlation among those frames from the same video. The supervised attentive module is able to leverage existing rich static fixation data to improve the generalization power of ACLNet.
- In VGG-16, we remove the last two pooling layers to obtain a large feature map. This dramatically decreases the receptive field ($212 \times 212 \rightarrow 140 \times 140$), which can not cover the whole frame ($224 \times 224$). To remedy this, we insert a set of down- and up-sampling operations into the attention module, which enhance the in-frame saliency information with an enlarged receptive field. ACLNet is thus able to make more accurate predictions from a global view.

Through the additional attention module, CNN is enforced to generate a more explicit spatial saliency representation. This helps disentangle underlying spatial and temporal factors of dynamic attention, and allows the convLSTM to better capture temporal dynamics.

Fig. 4. Performance of ACLNet with or without the attention module on the training and validation sets of DHF1K. The attention module significantly improves training efficiency and performance.

As demonstrated in Fig. 3 (b), our attentive module is built upon the conv5-3 layer, as an additional branch of several conv layers interleaved with pooling and upsampling operations. Given the input feature $X$, with pooling layers (detailed in Sec. 5.1), the attention module generates a downsampled attention map ($7 \times 7$) with an enlarged re-
Receptive field (260×260). Note that our attention module is equipped with a sigmoid function, which relaxes the sum-to-one constraint in the soft-max based neural attention [83]. Then, the small attention map is 4×4 upsampled as the same spatial dimensions of X. Let M ∈ [0, 1]^{28×28} be the upsampled attention map, the feature \( X \in \mathbb{R}^{28×28×512} \) from conv5-3 layer can be further enhanced by:

\[
\hat{X}^c = M \odot X^c,
\]

where \( c \in \{1, \ldots, 512\} \) is the channel index, and ‘\( \odot \)’ indicates Hadamard product defined in Sec. 4.1. Here, the attention module works as a feature selector to enhance feature representation.

The above attention module may lose useful information for learning a dynamic saliency representation, as the attention module only considers static saliency information in still video frames. For this, inspired by the recent advances of attention mechanism and residual connection [86], [100], we improve Equ. 6 in the residual form:

\[
\hat{X}^c = (1 + M) \odot X^c.
\]

With the residual connection, both the original CNN features and the enhanced features are combined and fed to the LSTM model. In Fig. 4, we observe that the model with the supervised attention module gains better training efficiency on the training set and improved performance on the validation set. Fig. 5 visualizes the attention maps predicted by the proposed ACLNet and the attention module on two videos, showing that with the differentiable attention module, ACLNet is able to capture the visually important regions during dynamic scene viewing. In Sec. 5.3 and 5.7, more detailed quantitative explorations of the attention module are offered.

Different from previous attention mechanisms that learn task-related attention in an implicit manner, our attention module can learn from existing large-scale static fixation data in an explicit and supervised manner, as described in the following subsections.

### 4.3 Loss Functions

We use the loss function as in [28] that considers three different saliency evaluation metrics instead of one. The rationale is that no single metric can fully capture how satisfactory a saliency map is. We use different metrics to capture several quality factors.

We denote the predicted saliency map as \( Y \in [0, 1]^{28×28} \), the map of fixation locations as \( P \in [0, 1]^{28×28} \) and the continuous saliency map (distribution) as \( Q \in [0, 1]^{28×28} \). Here the fixation map \( P \) is discrete, and records whether a pixel receives human fixation. The continuous saliency map is obtained via blurring each fixation location with a small Gaussian kernel (see Sec. 3.4). Our loss function is defined as follows:

\[
\mathcal{L}(Y, P, Q) = \mathcal{L}_{KL}(Y, Q) + \alpha_1 \mathcal{L}_{CC}(Y, Q) + \alpha_2 \mathcal{L}_{NSS}(Y, P),
\]

where \( \mathcal{L}_{KL}, \mathcal{L}_{CC} \) and \( \mathcal{L}_{NSS} \) are the Kullback-Leibler (KL) divergence, the Linear Correlation Coefficient (CC), and the Normalized Scanpath Saliency (NSS), respectively, which are derived from commonly used metrics [53] to evaluate saliency prediction models. \( \alpha_1 \) and \( \alpha_2 \) are balance parameters and are empirically set to \( \alpha_1 = \alpha_2 = 0.1 \).

\( \mathcal{L}_{KL} \) is widely adopted for training saliency models and is chosen as the primary loss in our work:

\[
\mathcal{L}_{KL}(Y, Q) = \sum_x Q(x) \log \left( \frac{Q(x)}{Y(x)} \right).
\]

\( \mathcal{L}_{CC} \) measures the linear relationship between \( Y \) and \( Q \):

\[
\mathcal{L}_{CC}(Y, Q) = -\frac{\text{cov}(Y, Q)}{\rho(Y)\rho(Q)},
\]

where \( \text{cov}(Y, Q) \) is the covariance of \( Y \) and \( Q \), and \( \rho(\cdot) \) stands for standard deviation.

\( \mathcal{L}_{NSS} \) is derived from the NSS metric:

\[
\mathcal{L}_{NSS}(P, Q) = -\frac{1}{N} \sum_x \overline{Y}(x)P(x),
\]

where \( \overline{Y} = \frac{Y-\mu(Y)}{\rho(Y)} \) and \( N = \sum_x P(x) \). It is calculated by taking the mean of scores from the normalized saliency map \( \overline{Y} \) (with zero mean and unit standard deviation) at human fixations \( P \). Since \( CC \) and \( NSS \) are similarity metrics, their negatives are adopted for minimization.

### 4.4 Training Protocol

Our model is iteratively trained with sequential fixation and image data. In training, a video training batch is cascaded with an image training batch. More specifically, in a video training batch, we apply a loss defined over the final dynamic saliency prediction from LSTM. Let \( \{Y^d_t\}_{t=1}^T \), \( \{P^d_t\}_{t=1}^T \), and \( \{Q_t\}_{t=1}^T \) be the dynamic saliency predictions, the dynamic fixation sequence and the continuous ground-truth saliency maps, we minimize the following loss:

\[
\mathcal{L}^d = \sum_{t=1}^{T} \mathcal{L}_d(Y^d_t, P^d_t, Q_t).
\]

In this process, the attention module is trained in an implicit way, since we do not have the groundtruth fixation of each frame in static scenes.

In an image training batch, we only train our attention module via minimizing

\[
\mathcal{L}^s = \mathcal{L}(M, P^s, Q^s),
\]

where \( M, P^s, Q^s \) indicate the attention map for our static attention module, the ground-truth static fixation map, and
the ground-truth static saliency map, respectively. In this process, the training of attention module is supervised by the ground-truth static fixation. Note that, in the image training batch, we do not train our LSTM module, which is used for learning the dynamic representation.

For each video training batch, 20 consecutive frames from the same video are used. Both the video and the start frame are randomly selected. For each image training batch, we set the batch size to 20, and the images are randomly sampled from existing static fixation dataset. More implementation details can be found in Sec. 5.1.

5 EXPERIMENTS

First, Sec. 5.1 details our experimental settings. Analyses of model size and runtime can be found in Sec. 5.2. In Sec. 5.3, quantitative experiments on three eye-tracking benchmarks (Hollywood-2 [35], UCF sports [35], and DHF1K) in comparison with 23 popular visual attention models demonstrate the robustness, effectiveness, and efficiency of our algorithm. Further, Sec. 5.4 provides more insights into the experimental results and gives suggestions for further work. Qualitative results and attribute-level evaluation are reported in Sec. 5.5 and 5.6, respectively. To better understand the contributions of different ingredients of ACLNet, in Sec. 5.7, we implement several variants of our method to conduct ablative studies. In Sec. 5.8, we perform a cross-dataset generalization experiment to study the generalization of current video saliency datasets.

5.1 Experimental Setup

5.1.1 Training and Testing Protocols

We use the static stimuli (10,000 images) from the training set of the SALICON [2] dataset for training our attention module. For dynamic stimuli, we consider 4 settings: using the training set(s) from (i) DHF1K, (ii) Hollywood-2, (iii) UCF sports, and (iv) DHF1K+Hollywood-2+UCF sports. For DHF1K, we use the original training/validation/testing splitting (600/100/300). For Hollywood-2, following [39], we use 823 videos for training and 884 videos for testing. Note that the videos are further divided into short clips during training and testing. For UCF sports, the training and testing sets include 103 and 47 videos, respectively, as suggested by [40]. We randomly sample 10% videos from the training sets of Hollywood-2, and UCF sports as their validation sets. We evaluate ACLNet on the testing sets of DHF1K, Hollywood-2, and UCF sports dataset, in total 1,231 video sequences with more than 400K frames.

<table>
<thead>
<tr>
<th>Model</th>
<th>Ref.</th>
<th>Year</th>
<th>Pub.</th>
<th>Input Size</th>
<th>Deep Learning</th>
<th>Run-time(s)</th>
<th>Implementation</th>
<th>Network Architecture</th>
<th>Size (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ITTI</td>
<td>[26]</td>
<td>1998</td>
<td>TPAMI</td>
<td>full size</td>
<td>1.3</td>
<td>Matlab</td>
<td>Classic</td>
<td>VGG-16 [60]</td>
<td>244</td>
</tr>
<tr>
<td>*QFPT</td>
<td>[10]</td>
<td>2010</td>
<td>TIP</td>
<td>full size</td>
<td>1.2</td>
<td>Matlab</td>
<td>Classic</td>
<td>VGG-16 [60]</td>
<td>244</td>
</tr>
<tr>
<td>Rudoy et al. [12]</td>
<td>2013</td>
<td>CVPR</td>
<td>full size</td>
<td>1.2</td>
<td>Matlab</td>
<td>Classic</td>
<td>VGG-16 [60]</td>
<td>244</td>
<td></td>
</tr>
<tr>
<td>Hou et al. [13]</td>
<td>2009</td>
<td>CVPR</td>
<td>full size</td>
<td>1.2</td>
<td>Matlab</td>
<td>Classic</td>
<td>VGG-16 [60]</td>
<td>244</td>
<td></td>
</tr>
<tr>
<td>Fang et al. [14]</td>
<td>2014</td>
<td>TIP</td>
<td>full size</td>
<td>1.2</td>
<td>Matlab</td>
<td>Classic</td>
<td>VGG-16 [60]</td>
<td>244</td>
<td></td>
</tr>
<tr>
<td>ORDL</td>
<td>[15]</td>
<td>2015</td>
<td>CVPR</td>
<td>full size</td>
<td>1.2</td>
<td>Matlab</td>
<td>Classic</td>
<td>VGG-16 [60]</td>
<td>244</td>
</tr>
<tr>
<td>AWS-D</td>
<td>[16]</td>
<td>2017</td>
<td>CVPR</td>
<td>full size</td>
<td>1.2</td>
<td>Matlab</td>
<td>Classic</td>
<td>VGG-16 [60]</td>
<td>244</td>
</tr>
<tr>
<td>PIES</td>
<td>[17]</td>
<td>2001</td>
<td>ICIP</td>
<td>full size</td>
<td>1.2</td>
<td>Matlab</td>
<td>Classic</td>
<td>VGG-16 [60]</td>
<td>244</td>
</tr>
<tr>
<td>MAM</td>
<td>[18]</td>
<td>2002</td>
<td>ICIP</td>
<td>full size</td>
<td>1.2</td>
<td>Matlab</td>
<td>Classic</td>
<td>VGG-16 [60]</td>
<td>244</td>
</tr>
<tr>
<td>PIM-ZEN</td>
<td>[19]</td>
<td>2003</td>
<td>ICME</td>
<td>full size</td>
<td>1.2</td>
<td>Matlab</td>
<td>Classic</td>
<td>VGG-16 [60]</td>
<td>244</td>
</tr>
<tr>
<td>PIM-MCS</td>
<td>[20]</td>
<td>2004</td>
<td>ICASSP</td>
<td>full size</td>
<td>1.2</td>
<td>Matlab</td>
<td>Classic</td>
<td>VGG-16 [60]</td>
<td>244</td>
</tr>
<tr>
<td>MCSDM</td>
<td>[21]</td>
<td>2009</td>
<td>ICIS</td>
<td>full size</td>
<td>1.2</td>
<td>Matlab</td>
<td>Classic</td>
<td>VGG-16 [60]</td>
<td>244</td>
</tr>
<tr>
<td>PIM-MSM</td>
<td>[22]</td>
<td>2013</td>
<td>SPL</td>
<td>full size</td>
<td>1.2</td>
<td>Matlab</td>
<td>Classic</td>
<td>VGG-16 [60]</td>
<td>244</td>
</tr>
<tr>
<td>FNSP-CS</td>
<td>[23]</td>
<td>2014</td>
<td>TCSVT</td>
<td>full size</td>
<td>1.2</td>
<td>Matlab</td>
<td>Classic</td>
<td>VGG-16 [60]</td>
<td>244</td>
</tr>
<tr>
<td>OM-CNN</td>
<td>[24]</td>
<td>2018</td>
<td>ECCV</td>
<td>full size</td>
<td>1.2</td>
<td>Matlab</td>
<td>Classic</td>
<td>VGG-16 [60]</td>
<td>244</td>
</tr>
<tr>
<td>Two-stream</td>
<td>[25]</td>
<td>2018</td>
<td>TMM</td>
<td>full size</td>
<td>1.2</td>
<td>Matlab</td>
<td>Classic</td>
<td>VGG-16 [60]</td>
<td>244</td>
</tr>
<tr>
<td>ACLNet</td>
<td>—</td>
<td>2018</td>
<td>CVPR</td>
<td>full size</td>
<td>1.2</td>
<td>Matlab</td>
<td>Classic</td>
<td>VGG-16 [60]</td>
<td>244</td>
</tr>
</tbody>
</table>

*Static attention model. †Runtime with GPU.

5.1.2 Implementation Details

ACLNet is implemented in Python on Keras, and trained with the Adam optimizer [103]. Our attention module is implemented as: downsampling(×2) → conv(1×1, 64) → conv(3×3, 128) → downsampling(×2) → conv(1×1, 64) → conv(3×3, 128) → conv(1×1, 1) → upsampling(×4). The conv layer is represented as (kernel, channel). The implementation of our model can be found at https://github.com/wenguanwang/DHF1K. During training, the learning rate was set to 0.0001 and was decreased by a factor of 10 every 2 epochs. The network was trained for 10 epochs. The whole model is trained in an end-to-end manner. The entire training procedure takes about 30 hours using a single NVIDIA TITAN X GPU (in training setting (iv)).

5.1.3 Compared Computational Saliency Models

We compare our model with sixteen dynamic saliency models including: PQFT [10], SEO et al. [11], Rudoy et al. [12], Hou et al. [13], Fang et al. [14], OBDL [15], AWS-D [16], PIES [17], PIM-ZEN [18], MAM [19], PIM-MCS [20],
Table 8
Quantitative results on DHF1K. The best scores are marked in bold. Training settings (Sec. 5.1) for video saliency datasets: (i) DHF1K, (ii) Hollywood-2, (iii) UCF sports, and (iv) DHF1K+Hollywood-2+UCF sports. Symbol ‘∗’ indicates non-deep learning models. See Sec. 5.3 for details. These notes are the same for Table 9 and Table 10.

<table>
<thead>
<tr>
<th>Method</th>
<th>Dataset</th>
<th>AUC-J</th>
<th>SIM</th>
<th>s-AUC</th>
<th>CC</th>
<th>NSS</th>
<th>*center prior</th>
<th>*chance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td></td>
<td>0.854</td>
<td>0.330</td>
<td>0.500</td>
<td>0.532</td>
<td>0.302</td>
<td>0.016</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>PQFT</strong> [10]</td>
<td></td>
<td>0.699</td>
<td>0.139</td>
<td>0.562</td>
<td>0.137</td>
<td>0.749</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>Seo et al.</strong> [11]</td>
<td></td>
<td>0.635</td>
<td>0.142</td>
<td>0.499</td>
<td>0.070</td>
<td>0.334</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>Rudoy et al.</strong> [12]</td>
<td></td>
<td>0.769</td>
<td>0.214</td>
<td>0.501</td>
<td>0.285</td>
<td>1.498</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>Hou et al.</strong> [13]</td>
<td></td>
<td>0.726</td>
<td>0.167</td>
<td>0.545</td>
<td>0.150</td>
<td>0.847</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>Fang et al.</strong> [14]</td>
<td></td>
<td>0.819</td>
<td>0.198</td>
<td>0.537</td>
<td>0.273</td>
<td>1.539</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>OBDL</strong> [15]</td>
<td></td>
<td>0.638</td>
<td>0.171</td>
<td>0.500</td>
<td>0.117</td>
<td>0.495</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>AWS-D</strong> [16]</td>
<td></td>
<td>0.703</td>
<td>0.157</td>
<td>0.513</td>
<td>0.174</td>
<td>0.940</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>PIM</strong> [17]</td>
<td></td>
<td>0.545</td>
<td>0.093</td>
<td>0.502</td>
<td>0.055</td>
<td>0.237</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>MAM</strong> [18]</td>
<td></td>
<td>0.551</td>
<td>0.108</td>
<td>0.501</td>
<td>0.041</td>
<td>0.214</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>PIM-ZEN</strong> [18]</td>
<td></td>
<td>0.552</td>
<td>0.095</td>
<td>0.498</td>
<td>0.062</td>
<td>0.280</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>PIM-MCS</strong> [20]</td>
<td></td>
<td>0.551</td>
<td>0.094</td>
<td>0.499</td>
<td>0.053</td>
<td>0.242</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>MCSDM</strong> [21]</td>
<td></td>
<td>0.591</td>
<td>0.110</td>
<td>0.500</td>
<td>0.047</td>
<td>0.247</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>MSM-SM</strong> [22]</td>
<td></td>
<td>0.582</td>
<td>0.143</td>
<td>0.500</td>
<td>0.058</td>
<td>0.245</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>PNSP-CS</strong> [23]</td>
<td></td>
<td>0.543</td>
<td>0.085</td>
<td>0.499</td>
<td>0.028</td>
<td>0.121</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>OM-CNN</strong> [24]</td>
<td></td>
<td>0.856</td>
<td>0.256</td>
<td>0.583</td>
<td>0.344</td>
<td>1.911</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>Two-stream</strong></td>
<td></td>
<td>0.834</td>
<td>0.197</td>
<td>0.581</td>
<td>0.325</td>
<td>1.632</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Static models</td>
<td></td>
<td>0.774</td>
<td>0.162</td>
<td>0.553</td>
<td>0.233</td>
<td>1.207</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>GBVS</strong> [27]</td>
<td></td>
<td>0.826</td>
<td>0.186</td>
<td>0.554</td>
<td>0.283</td>
<td>1.474</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>SALICON</strong> [28]</td>
<td></td>
<td>0.857</td>
<td>0.232</td>
<td>0.590</td>
<td>0.327</td>
<td>1.901</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>Shallow-Net</strong> [30]</td>
<td></td>
<td>0.833</td>
<td>0.229</td>
<td>0.529</td>
<td>0.295</td>
<td>1.509</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>Deep-Net</strong> [30]</td>
<td></td>
<td>0.855</td>
<td>0.201</td>
<td>0.592</td>
<td>0.331</td>
<td>1.775</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>DVA</strong> [29]</td>
<td></td>
<td>0.860</td>
<td>0.262</td>
<td>0.595</td>
<td>0.358</td>
<td>2.013</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>SalGAN</strong> [31]</td>
<td></td>
<td>0.866</td>
<td>0.262</td>
<td>0.709</td>
<td>0.377</td>
<td>2.043</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Dynamic models</td>
<td></td>
<td>0.885</td>
<td>0.311</td>
<td>0.553</td>
<td>0.415</td>
<td>2.259</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>ACLNet</strong></td>
<td></td>
<td>0.854</td>
<td>0.251</td>
<td>0.545</td>
<td>0.332</td>
<td>1.755</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>Attention module</strong></td>
<td></td>
<td>0.878</td>
<td>0.297</td>
<td>0.543</td>
<td>0.388</td>
<td>2.125</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>ACLNet</strong></td>
<td></td>
<td>0.878</td>
<td>0.297</td>
<td>0.543</td>
<td>0.388</td>
<td>2.125</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>Attention module</strong></td>
<td></td>
<td>0.885</td>
<td>0.250</td>
<td>0.541</td>
<td>0.318</td>
<td>1.703</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>ACLNet</strong></td>
<td></td>
<td>0.866</td>
<td>0.277</td>
<td>0.596</td>
<td>0.362</td>
<td>1.951</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>Attention module</strong></td>
<td></td>
<td>0.852</td>
<td>0.260</td>
<td>0.582</td>
<td>0.330</td>
<td>1.945</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>ACLNet</strong></td>
<td></td>
<td>0.870</td>
<td>0.273</td>
<td>0.577</td>
<td>0.380</td>
<td>2.077</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

5.1.5 Evaluation Metrics
There are several ways to measure the agreement between model predictions and human eye movements [29], [33]. In our experiments, we employ five classic metrics, namely Normalized Scanpath Saliency (NSS), Similarity Metric (SIM), Linear Correlation Coefficient (CC), AUC-Judd (AUC-J), and shuffled AUC (s-AUC).

5.2 Runtime Analysis
In Table 7, we report the speed of our model and other saliency models. For all the methods, we include their computation time of optical flow (if used) and exclude the I/O time. For the non-deep learning methods, ITTI [26] is the fastest method (0.9s per frame on CPU) among static models and Hou et al. [13] is the fastest dynamic saliency model (0.7s per frame on CPU). Since our model does not need any pre- or post-processing, it takes only about 0.042s to process a frame of size 224 × 224, which is faster than previous deep dynamic attention models: OM-CNN (0.05s) and Two-stream (20ms). We also observe ACLNet is the fastest module, respectively. We also offer another two baselines: center prior and chance. Baseline center prior is obtained as the averaged saliency map over the training set of Hollywood-2, UCF sports, or DHF1K dataset. Baseline center prior is a weak baseline that randomly selects pixels as salient.
one among all the deep-learning models and our real-time processing speed brings high applicability. In addition, our model (250 MB) is smaller than deep dynamic attention models and demonstrates the effectiveness of our training protocol that our model does not even use any optical flow algorithm.

5.3 Quantitative Evaluation and Model Comparison

The section presents quantitative evaluation results on DHF1K, Hollywood-2 and UCF sports datasets.

- **Performance on DHF1K.** Table 8 reports the comparative results with the aforementioned saliency models on the test set (300 video sequences) of DHF1K. It can be observed that our model consistently and significantly outperforms other competitors in all metrics. This can be attributed to our specially designed attention module which allows our model to explicitly learn static and dynamic saliency representations in CNN and LSTM separately. Notice that our model does not even use any optical flow algorithm. This significantly improves the applicability of our model and demonstrates the effectiveness of our training protocol in leveraging both static and dynamic stimuli.

- **Performance on Hollywood-2.** We further test our model on Hollywood-2 where the testing set comprises 884 video sequences. The results are summarized in Table 9. Again, our model performs significantly higher than other methods across various metrics. Besides, when we go insight into the performance with training settings, the performance improves by increasing the amount of training data. This suggests that the large-scale training data volume is important for the performance of neural networks.

- **Performance on UCF sports.** On the test set (47 video sequences) of UCF sports, ACLNet again generates consistently better results than other state-of-the-art solutions (see Table 10). Interestingly, we find that with small amount of training data (training setting (iii), 103 video stimuli from UCF sports), ACLNet achieves a very high performance, even better than the model (ACLNet, training setting (iv)) trained with large-scale data (1.5K video stimuli). This can be explained by the lack of diversity in the training data, as the videos in UCF sports are highly related (with similar scenes and actors) and due to small scale. This is also consistent with our observation on UCF sports videos where 82.3% fixations are located on the human body (see Sec. 2.1).

5.4 Further Analyses

Now we provide detailed analyses to gain deeper insights on previous studies and suggest hints for future research.

- **Dynamic saliency models: deep vs non-deep learning.** In dynamic scenes, previous deep learning based dynamic saliency models (i.e., OM-CNN, Two-stream) show significant improvements over classic dynamic models (e.g., PQFT, Seo et al., Rudoy et al., Hou et al., and Fang et al.). This demonstrates the strong learning capacity and premise of neural networks for modeling dynamic saliency.

- **Non-deep learning models: static vs dynamic.** An interesting finding is that classic dynamic methods (i.e., PQFT, Seo et al., Rudoy et al., Hou et al., and Fang et al.) do not perform as well as their static counterparts: ITTI and GBVS. This is probably due to two reasons. First, the perceptual cues and underlying mechanisms of visual attention allocation during dynamic viewing are more complex and still not clear. Second, previous studies are more focused on computational models of static saliency, while less efforts were paid for modeling dynamic saliency.

- **Deep learning models: static vs dynamic.** Compared with state-of-the-art deep learning based static models (i.e.,
DVA, Deep-Net), previous deep learning based dynamic models (i.e., OM-CNN, Two-stream) only obtain slightly better performance (or are on par). Although strong motion information (i.e., optical flow, motion network) have been encoded into OM-CNN and Two-stream, their performance are still limited. We attribute this to the inherent difficulties of video saliency prediction and previous models’ neglect of utilizing existing rich static saliency data.

- **Performance change over the past 20 years.** Fig. 6 plots the s-AUC over time, evaluated on the DHF1K test set. The first observation is that the performance gradually improved over time, which demonstrates the progress of visual saliency computation models. We also find a relatively rapid performance improvement starting in 2015, with the application of deep learning techniques to visual saliency modeling. A closer look reveals surprisingly that the ITTI model, as an early proposed saliency model, achieves far better performance than most non-deep learning dynamic saliency models. This indicates that previous heuristic video saliency models may be over-fitted over small datasets.

### 5.5 Qualitative Evaluation and Model Comparison

Fig. 7 gives visual results of ACLNet and four representative saliency models: ITTI [26], DVA [29], PQFT [10], and OM-CNN [24] on UCF sports [35] (a, b), Hollywood-2 [35] (c, d) and DHF1K (e, f). ITTI and PQFT are popular heuristic models which focus on static and dynamic saliency prediction, respectively. The other two, DVA and OM-CNN, are deep learning methods, showing promise performance among previous static and dynamic saliency models respectively, according to our prior quantitative study.

In Fig. 7 (a), most saliency models successfully detect semantically-meaningful parts (which typically attract human attention), such as human and text. However, previous methods fail to discriminate the correct relative importance among different parts. They assign high saliency to the diver while wrongly highlighting the importance of advertising text. ITTI performs worse as parts of the background are detected as salient. PQFT, yet another heuristic method, improves the results significantly. This highlights the importance of dynamic information in video saliency prediction. DVA also performs well, showing the advantage of applying neural networks in this field. But it is still worse than OM-CNN and ACLNet, which explicitly utilize motion information or model temporal dynamics using LSTMs. Fig. 7 (b) shows a crowded scene. In this case, ITTI fails to find the salient regions, due to the noise in the crowded background. PQFT is more favored, as the noise responses from parts of the background are successfully removed. In some frames, its performance is even better than DVA, showing again the importance of modeling temporal dynamics in this problem.

From Fig. 7 (c) we observe that, although OM-CNN accurately focuses on human faces, it fails to discriminate the most important one. This suggests a high-level understanding of the video content is needed. PQFT seems to be less effective, perhaps because the motion information is not important in this case, and introduces noise. This demonstrates how to fuse appearance, motion, and semantic information is essential in designing a heuristic dynamic saliency model. The difficulty of fusing motion and appearance features may be the main reason that PQFT gains lower overall performance than ITTI, though it makes better predictions in some cases. As depicted in Fig. 7 (d), deep learning methods such as ACLNet, DAV, and OM-CNN, show advantage over heuristic methods, as they can detect semantically-meaningful parts effectively. Besides, the third and forth columns show two adjacent frames which are almost the same. However, interestingly OM-CNN yields different results for these two very similar frames indicating the potential instability of deep learning models. Thus, exploring more stable and interpretable deep saliency models may be a promising and essential direction. Fig. 7 (e) shows a challenging scene with a highly-cluttered background and similar appearance distributions of the foreground and background. Traditional methods like ITTI and PQFT face difficulties while deep models perform more favorably. Among deep models, OM-CNN performs the worst as it fails to find the objects. Fig. 7 (d) gives an example that challenges all the methods. Clearly, ITTI and PQFT, dominated by the low-level handcrafted features, fail to interpret such a difficult scene. Though deep methods implicitly leverage semantically-rich features, they fall short to reason about the high-level knowledge, i.e., the most important player, and tactical awareness behind their actions and movements.

### 5.6 Attribute-based Study

As stated in Sec. 3.1, to enable a deeper analysis and understanding of the performance of saliency models, we annotate the video sequences in DHF1K with a set of seven main categories (i.e., daily activity, sport, artistic performance, social activity, animal, artifact, and scenery), and five attributes
Fig. 7. Qualitative results of our ACLNet and four representative saliency models: ITTI [26] (non-deep static saliency model), DVA [29] (deep static saliency model), PQFT [10] (non-deep dynamic saliency model), and OM-CNN [24] (deep dynamic saliency model) on three video saliency datasets: UCF sports [35] (a, b), Hollywood-2 [35] (c, d) and DHF1K (e, f). Best viewed in color. It can be observed that the proposed ACLNet is able to handle various challenging scenes well and produces more accurate video saliency results than other competitors. See Sec. 5.5 for details.
Table 12: Attribute-based study w.r.t. video category on DHF1K dataset.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D-avg</td>
<td>0.812</td>
<td>0.846</td>
<td>0.784</td>
<td>0.827</td>
<td>0.852</td>
<td>0.813</td>
<td>0.798</td>
</tr>
<tr>
<td></td>
<td>ND-avg</td>
<td>0.861</td>
<td>0.808</td>
<td>0.848</td>
<td>0.997</td>
<td>0.995</td>
<td>0.851</td>
<td>0.818</td>
</tr>
<tr>
<td></td>
<td>ITTI [26]</td>
<td>0.777</td>
<td>0.821</td>
<td>0.767</td>
<td>0.786</td>
<td>0.822</td>
<td>0.794</td>
<td>0.780</td>
</tr>
<tr>
<td></td>
<td>*PQFT [10]</td>
<td>0.716</td>
<td>0.713</td>
<td>0.651</td>
<td>0.757</td>
<td>0.678</td>
<td>0.726</td>
<td>0.619</td>
</tr>
<tr>
<td></td>
<td>DVA [29]</td>
<td>0.865</td>
<td>0.868</td>
<td>0.838</td>
<td>0.887</td>
<td>0.888</td>
<td>0.855</td>
<td>0.803</td>
</tr>
<tr>
<td></td>
<td>OM-CNN [24]</td>
<td>0.838</td>
<td>0.882</td>
<td>0.836</td>
<td>0.888</td>
<td>0.880</td>
<td>0.831</td>
<td>0.805</td>
</tr>
<tr>
<td></td>
<td>ACLNet</td>
<td>0.883</td>
<td>0.907</td>
<td>0.870</td>
<td>0.909</td>
<td>0.905</td>
<td>0.865</td>
<td>0.844</td>
</tr>
<tr>
<td></td>
<td>AUC-J</td>
<td>0.844</td>
<td>0.846</td>
<td>0.836</td>
<td>0.757</td>
<td>0.812</td>
<td>0.893</td>
<td>0.838</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 11 and 12 report the performance on subsets of the testset of DHF1K with different dominant features and analyze the performance of saliency models (i.e., ACLNet, ITTI [26], DVA [29], PQFT [10], and OM-CNN [24]) for each video attribute/category. 

- **What is the most challenging situation for deep/non-deep learning based saliency models?** As demonstrated in Table 11, nighttime setting poses the greatest challenge to both non-deep learning (ND-avg: 0.769) and deep learning saliency models (D-avg: 0.803). This is sensible since the visually important regions are not easily discriminated from the background in dim environments. The scenes with multiple objects (≥3) also represent a major difficulty to current state-of-the-art saliency models (ND-avg: 0.797, D-avg: 0.846). In such cases, the relative importance among several main objects is needed to be accurately assigned. Unfortunately, such high-level scene understanding reasoning is a hard task even for current top-performing heuristic and deep saliency models. This is consistent with the observation in [97]. Bylinskii et al. [97] found that humans tend to fixate people that are central to an event, or stand out from the crowd (discriminated by high-level factors such as facial expression, age, accessories, etc.). Interestingly, saliency models, either non-deep learning (ND-avg: 0.809) or deep learning models (D-avg: 0.860), also perform worse on scenes with multiple people (≥3). This hints again that the assignment of relative importance to objects (people) is one of the main challenges in this field.

- **What is the most challenging scene for deep/non-deep learning based saliency models?** As shown in Table 12, among different video categories, scenery scenes are very challenging to saliency models (ND-avg: 0.788, D-avg: 0.818). The main reason because it is hard to determine obvious salient areas on these cases, thus saliency models do not predict fixations well. To solve this issue, a deeper exploration of pure stimuli-driven human visual attention behavior is needed. Another difficult subset is social activity videos (ND-avg: 0.794, D-avg: 0.848). In this case, humans typically interact with each other (e.g., hug, conversation, cooperation) or manipulate objects (e.g., instrument). Thus, commonsense regarding human social behavior may be an essential factor that should be considered when creating an effective saliency model.

- **Do deep saliency models bring additional benefits other than improving performance?** The results in Table 11 and 12 demonstrate deep saliency models consistently improve performance over all the attributes and categories, especially when compared with heuristic methods. However, it is interesting to see the most difficult subsets (i.e., nighttime setting, multiple objects, multiple people, scenery videos, and social activity videos) for the heuristic methods are all exactly the hardest ones for deep models (even with the same range of difficulties). These observations imply that, although deep learning techniques greatly advance the state-of-the-art, they do not bring much insight into this problem. The performance improvement is mainly driven by the availability of large-scale data and the strong learning ability of neural networks. Efforts towards exploring the underlying mechanisms of human attention allocation behavior are still highly-needed to move this field forward.

5.7 Ablation Study

Now we perform detailed analysis of our proposed approach in several aspects on DHF1K. We verify the effectiveness of the proposed mechanism, and examine the influence of different training protocols, as summarized in Table 13.

- **Effect of attention mechanism.** By disabling the attention module and training only with video stimuli (baseline:
w/o attention), we observe clear performance drop (e.g. AUC-J: 0.890→0.847), showing the effectiveness of the attention module and showing that leveraging static stimuli indeed improves the prediction accuracy in dynamic scenes. Our attention module is trained over existing static eye-tracking datasets in an explicit manner. We replace our attention module with a traditional implicit attention mechanism, which is achieved via replacing the last sigmoid activation module with a traditional implicit attention mechanism, datasets in an explicit manner. We replace our attention module and showing that leveraging static stimuli indeed improves the predication accuracy in dynamic scenes. Our attention module with enlarging the receptive field leads to better performance, since the implicit attention mechanism boosts the performance, compared to the model without attention. But it is worse than the proposed explicit attention module, which can be directly trained from data.

To gain more insight about the attention module, i.e., what does the attention module learn, we offer two baselines attention module and implicit attention module. The two baselines represent the attention maps predicted by the proposed attention module (trained with both implicit and explicit manners) and the implicit attention module (trained only in an implicit way), respectively. From their results we draw two conclusions. First, both attention modules can capture visual importance, as the performance is significantly above chance. Second, the attention module trained in both implicit and explicit manners performs better than the implicit attention module, hence resulting in better final dynamic fixation prediction results.

For baseline w/ center bias, we replace our attention module with a pre-computed center prior, which is calculated by averaging all the saliency maps over the training set in DHF1K dataset. The model equipped with the center prior gains higher performance over all the metrics, except the s-AUC which is specially designed for alleviating the bias borrowed by the center prior.

To explore the effect of the residual connection in attention module (Eq. 8), we train the model based on Eq. 5 (without residual connection). We observe a minor decrease showing that employing residual connection could avoid distorting spatial features in frames.

In our attention module, we apply down-sampling for enlarging the receptive field. We also study the influence of such design. We find that the attention module with enlarged receptive field leads to better performance, since the model could make prediction in global view.

- **Training.** We assess different training protocols. By reducing the amount of static training stimuli from 10K to 5K, we observe a performance drop (e.g., AUC-J: 0.890→0.877). The baseline (w/o attention) can also be viewed as the model without any static training stimuli, which gains worse performance (e.g., AUC-J: 0.890→0.847).

- **Effect of convLSTM.** To study the influence of convLSTM, we re-train our model without convLSTM (using training setting (iv)) and obtain a baseline: w/o convLSTM. We observe a drop in performance showing that the dynamic information learned in convLSTM boosts the performance.

## 5.8 Cross-Dataset Generalization

Datasets play an important role in advancing visual saliency prediction, not just as source for training models, but also as a means for measuring and comparing performance. Datasets are collected with the goal of representing the visual world, summarizing the algorithm as a single benchmark performance number. A concern thus comes into view: it is necessary to evaluate how well a particular dataset represent the real visual world. Or more specially, quantitatively measuring the dataset’s generalization ability. Here, we follow [104] to assess how general video saliency dataset are. We study cross-dataset generalization, e.g., training on DHF1K and testing on Hollywood-2.

Following [104], for each dataset, we re-train our ACLNet (w/o attention module and static training data) with 103 videos and test it on 47 videos. Both the numbers of training and test videos are the maximum ones possible due to the limited size of the UCF sports dataset. Results are summarized in Table 14. Each column corresponds to the performance when training on all the datasets respectively and testing on one dataset. Each row corresponds to training on one dataset and testing on all the datasets. Note that since our training/testing protocol is different from the one used in benchmarks mentioned in previous sections, the actual performance numbers are not meaningful. Rather, it is the relative performance difference that matters. Not surprisingly, we observe that the best results are achieved when training and testing on the same dataset. By looking at the numbers across one row, we can determine how good a dataset is at generalizing to the others. By looking at the numbers across each column, we can determine how easy a dataset is for the other datasets. We find that DHF1K is the most difficult dataset (lowest column averages across two metrics; AUC-J: 0.819; SIM: 0.209) and generalizes the best (highest row averages on Mean others and lowest row averages on Percent drop).

Overall, this analysis demonstrates that the proposed DHF1K dataset has made significant improvement in terms of generalization and hardness, compared with previous eye-tracking datasets: Hollywood-2 and UCF sports.
6 Discussion and Conclusion

In this paper, we presented the Dynamic Human Fixation 1K (DHF1K) dataset, which is a large-scale carefully designed and systematically collected benchmark dataset for video saliency analysis. It contains 1K videos capturing representative instances, diverse contents and various motions, with human eye-tracking records and attribute annotations. We further proposed a novel deep learning based video saliency model ACLNet, which leverages a supervised attention mechanism to explicitly capture static saliency information and help LSTM better capture dynamic saliency representations over successive frames. Then, we performed extensive experiments on DHF1K, Hollywood-2, and UCF-sports datasets. To the best of our knowledge, our experiments form the largest scale performance evaluation of dynamic saliency models. We compared our model with previous visual saliency models and showed that it outperforms other contenders and runs very efficiently. We also performed attribute-level evaluation, and assessed the generalization ability of video saliency datasets. Our analyses and benchmark are expected to motivate future interests in this field.
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