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Abstract
Detecting the most relevant brain regions for explaining the distinction between conditions is one of the most sought after goals in cognitive neuroimaging research. A popular approach for achieving this goal is the multivariate pattern analysis (MVPA) which is commonly conducted through the searchlight procedure due to its advantages such as being intuitive and flexible with regards to search space size. However, the searchlight approach suffers from a number of limitations that lead to misidentification of truly informative voxels or clusters of voxels which in turn results in imprecise information maps. These limitations mainly stem from the fact that the information value of the search spheres are assigned to the voxel at the center of them, as well as the requirement of manual assignment of searchlight radius. This issue becomes more severe when larger searchlight radius values are selected which makes truly informative voxels less likely to be identified. In this paper we propose a data-driven algorithm for creating the information map of the brain while alleviating the above mentioned issues.
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Introduction
In the common form of fMRI, the blood-oxygen-level dependent (BOLD) contrast is extracted as the response signal in order to measure neural activity in the brain (Logothetis, Pauls, Augath, Trinath, & Oeltermann, 2001). Measurement of this response signal over time forms a time course for each voxel whose dimensions depend on the spatial resolution of the imaging machine. Popular approaches for analyzing the fMRI time courses can be broken down into two main categories: multi-voxel pattern analysis, also known as MVPA, which aims to detect patterns among conditions observed in multiple voxels, and voxel-wise univariate analysis (Norman, Polyn, Detre, & Haxby, 2006; Groppe, Urbach, & Kutas, 2011). Unlike univariate analyses, MVPA approaches are designed to allow researchers to test how dispersed patterns of BOLD activation across multiple voxels relate to experimental conditions. One approach in multi-voxel scheme is to compare and analyze spatially averaged (smoothed) measured BOLD activations across the entire regions of interest. Advantages of this approach include increases in the signal to noise ratio as well as the consistency of the analysis among subjects can be noted. However, spatial smoothing leads to significant loss of information about the patterns of activation within the regions of interest. This information includes the activities and dynamics within subregions which can provide valuable insight into their relation with different mental states. This issue becomes more complex when dealing with regions with higher numbers of voxels. Therefore, in order to capture such information, it is necessary to consider the BOLD activity in smaller spherical subsets. Moreover, in the absence of clear knowledge about the relevant brain regions, or when the neural pattern is too distributed that precise a priori ROIs cannot be drawn, this confirmative approach is not appropriate. The question of identifying relevant subregions with regards to specific conditions is however not a new question. Perhaps the most commonly employed approach for such applications is the searchlight method proposed by Nikolaus Kriegeskorte (Kriegeskorte, Goebel, & Bandettini, 2006; Kriegeskorte & Bandettini, 2007), which given the dimensions of a sphere window, performs a search across a brain region to find the most informative set of neighboring voxels. In this multivariate approach, spatial patterns of activity within the search window are compared between two groups using supervised machine learning approaches or statistical discriminant analysis (Haxby et al., 2001). The search sphere (searchlights) is centered on every voxel, i.e. the derived separability value for each voxel is derived from the discrimination score of its surrounding searchlight, not the voxel individually. Advantages of searchlight analysis include its data-driven nature, its ability in performing whole-brain search without the need to specify brain regions, and its high interpretability. However, search-
light analysis suffers from critical limitations that can lead to erroneous detection of informative subregions (see (Etzel, Zack, & Braver, 2013)). One major issue with this procedure is that it can declare a subregions with a few highly-informative voxels as informative. This becomes a more serious issue as the search radius becomes larger. Also, choosing an appropriate search radius is essential in this approach, which depends on the shape and size of the region being searched. However, finding the most discriminative subregion through a brute-force search over all possible search radius values is difficult due to its run time complexity, specially when being applied in whole-brain analysis. Aside from this issue, the shape of the searchlight can limit the detection of the subregions with the highest discrimination power due to the fact that searchlight spheres are commonly in the shape of a circle, or square, which forces subregions with irregular shapes to fall between multiple searchlight positions. This issue can partially be relieved through assigning the searchlight sphere as small as possible, at the expense of overfitting.

In order to tackle the mentioned issues, we propose a new algorithm for discovering the most discriminative subregions to explain the disparities in neural activities among different populations. Through a completely data-driven search, the proposed approach achieves this goal without the requirement to specify the searchlight sphere radius by the user. Through empirical results on a synthetic dataset we show that this technique significantly increases the speed of the suggested approach. In the next section, we explain the suggested methodology in more detail.

**Approach**

The purpose of this work is to create the information map of brain (or regions of brain) with regards to a certain condition, e.g. neurological disorder, age, mental state, etc. In other word, given two (or more) populations, the goal is to discover the level at which the BOLD activation of voxel clusters differs between the groups. In this study, we name these difference levels of each voxel/cluster their discriminant score.

Therefore, the discriminant score of each cluster of voxels is the extent to which their neural activity can be distinguished between the groups. Note that voxel clusters are groups of neighboring voxels whose size can span from one voxel to the entire search space. The input to the proposed approach is the average BOLD value of the voxels of two populations, and the output is an information map of the brain where each voxel/cluster is assigned a discriminant score.

There are several approaches to calculate the discriminant score of a voxel, such as discriminant analysis (McLachlan, 2004; Venables & Ripley, 2013) and cluster analysis (Rousseeuw, 1987; Kaufman & Rousseeuw, 2009). The purpose of both of these analyses is to provide a measure of how separable clusters/groups of data are. While several measures have been proposed for cluster analysis, the most general measure is the Davies-Bouldin index (Davies & Bouldin, 1979) which calculates the ratio of average distance between the data points belonging to each cluster (group of data) and their centroid to the distance between the centroids of the clusters. This can be formulated as follows:

$$DB = \frac{1}{n} \sum_{i=1}^{n} \max \left( \frac{\text{dist}_i + \text{dist}_j}{d(c_i, c_j)} \right)$$

Where \(\text{dist}_i\) and \(\text{dist}_j\) are the average distance of the points from the centroids in each cluster \(i\) and \(j\), and \(c_i\) and \(c_j\) are the centroids of the clusters \(i\) and \(j\). A low Davies-Bouldin score means a low intra-cluster distances (high intra-cluster similarity) and high inter-cluster distances (low inter-cluster similarity), which provides a high discriminant score (inverse Davies-Bouldin score).

To create the information map of the search space (whole brain or a region of interest) we propose a greedy best-first search algorithm that traverses every voxel through a heuristic and outputs the optimal discriminant score of the voxel clusters. In other word, a greedy best-first algorithm picks the "best" voxel according to a heuristic, which in our case is the discriminant score of the voxels (Dechter & Pearl, 1985; Devore & Temlyakov, 1996).

The proposed algorithm goes as follows: Starting from a random voxel \(V_s\), after measuring its discriminant score of voxel \(V_s\), through one of the mentioned measures, the algorithm calculates the discriminant score for all the immediate neighbors of \(V_s\). Then, \(V_s\) is combined with each neighboring voxel, and the discriminant score of their combination is measured. In the next step, the algorithm searches among those neighbors voxels to \(V_s\) whose combination with \(V_s\) provides a higher discriminant score than both \(V_s\) and the neighboring, and picks the one whose combination with \(V_s\) gives the highest discriminant score. This neighboring voxel is the new \(V_s\), and the same steps as described above is performed again. If we reach a point where there are no immediate neighbors to \(V_s\) whose combination with \(V_s\) provides a higher discriminant score, the algorithm selects a random previously untraversed voxel and performs the same criteria starting from that new voxel. The algorithm continues this search until all voxels in the search space are assigned a discriminant score value.

An example demonstration of this algorithm is provided in Figure 1, where each cube represents a voxel in the search space. The algorithm starts from a single random voxel (the dark red voxel) in the top plot, and continues traversing the search space based on the discriminant score heuristic as the next plots show. The transparent voxels represent the neighbors of the voxel being analyzed in each step. Note that in reality, the search occurs in three dimensional space, but for simplicity of demonstration we only show a flat representation of the search space. To distinguish the clusters from each other, each cluster is depicted with a different color. When the algorithm does not find any neighboring voxels whose combination with the voxel being traversed gives a higher discriminant score than both of them, it starts from a new random neighboring voxel, i.e. a new cluster (color) starts to take shape. As mentioned in the description of the algorithm, all
of the voxels in each cluster have similar discriminant score, which is the score of the entire cluster. As mentioned previously, the algorithm stops the search when the entire search space is traversed, resulting in a discriminant score (information) map.

**Results**

In order to evaluate the reliability of the suggested approach, we performed a classification between two conditions using the most informative subregions (e.g. subregions with highest discriminant score) derived through the suggested algorithm. For this purpose, we created synthetic data of average fMRI time courses for two conditions. These time courses were generated based on values extracted independently from a Gaussian distribution for 10,000 voxels. Noisy values are added to the signal with the constraints of realistic degree of correlation between adjacent voxels. We then applied both the search light procedure and the proposed approach to generate two separate information maps of the synthetic search space. After the information maps were created, we selected the voxels with top 100 discriminant scores from both information maps as the feature vector and trained a logistic regression classifier with 5 fold train-test split. For obtaining the information map based on the searchlight approach, we assigned 10 different search radius values \( r \) between 1 to 10, and selected the one that provided the best accuracy, which was \( r=3 \) voxels. The classification results are provided in Figure 2. As it can be seen, the proposed algorithm improves the area under the ROC curve significantly. Moreover, the performance of the proposed algorithm does not depend on tuning.
the search radius.

Figure 2: Prediction accuracy using the top 50 voxel/regions derived from the searchlight method (SL) and the proposed algorithm with linear cluster analysis (LCA).

Conclusion

Multivariate pattern analysis (MVPA) is a popular approach for detecting differences between conditions based on the neural activity of distributed voxels as measured by fMRI. A popular technique for such analysis is the searchlight procedure due to its ability to perform whole-brain analysis, as well as its intuitiveness. However, the searchlight approach suffers from a number of limitations that can lead to misidentification of regions as informative (false positives), or failure to detect truly informative voxels or clusters (false negatives). Moreover, determining the optimal search radius is challenging and commonly carried out through trial-and-error, potentially leading to over-fitting.

In this paper we suggested a new MVPA approach to address the mentioned limitations based on a data-driven neighborhood best-first search algorithm. In other word, the proposed method not only removes the requirement of assigning a search radius, it also provides a more precise information map of the search space. The experimental results on a synthetic dataset display higher accuracy of the proposed algorithm compared to the searchlight technique.

This method is useful for basic research on the brain as well as the diagnosis of psychiatric disorders. Future work will include incorporation of non-linear discriminant analysis and further experiments of this algorithm on biological datasets with known ground truth.
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