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Discovering Price-Load Relationships in California’s
Electricity Market

Slobodan Vucetic, Kevin Tomsovic, and Zoran Obradovic

Abstract—This paper reports on characterizing recent price present security concerns, then adjustments must be made to
behavior in the California electricity market. Market participants,  the schedules with corresponding price changes. For example

that is, producers, consumers and traders, are highly motivated , california, a zonal pricing scheme is used and supplemental
by the potential for profits to develop strategies to explore, and bids are theh used to set price [3]

exploit, the limits of system operation. These strategies should be ; g
reflected in the market as different price to load relationships. ~ The physical system is extremely complex and today many
We show that a number of regimes, i.e., characteristic behaviors, power system phenomena are not fully understood. With the in-
exist in the price time series, and provide a brief analysis of each troduction of markets, and potentially rapidly changing genera-
regime. Knowledge of the number of regimes, their characteristics oy schedules, analysis is yet more difficult. Still, market par-
and switching dynamics allows insight into the market and power . . . .
system performance. t|C|p_ants, that is, producgrs, consumers and traders, are highly
motivated by the potential for profits to develop strategies to
explore, and exploit, limits of system operation. This will be re-
flected in market behavior as pricing patterns. While there has
been fundamental, and important, work on the strategies that
I. INTRODUCTION market participants could pursue to take advantage of system

T HE FUNDAMENTAL objective of electric power industry limits (Se 9. [411)’ ;)r dFO tak?f adfvantags_ of dsyst;am insft?bilitiets
deregulation is to provide a competitive business enviroﬁq'g" [5]). such studies suffer from a disadvantage of trying to

ment. which. over time. will maximize an overall societal gooOgnderstand events from highly simplified models of the market,
’ ’ ’ or of the power system, or of both. In contrast, the work in this

efficient generation and consumption of electricity. It is obvi= . . : . .
ously quite important to continually assess if the industry is tru Per uses price data o_llr_ectly |,n the b_e||ef that such analysis
moving toward such an end. Recent events, such as, the gn indicate market participants beh_awor as well as t_he under-
west price volatility in the summer of 1998 and several maj INg power system performanc;e. D.|scovered behawor would
uire subsequent analysis to identify the underlying cause but

outages in the summer of 1999 [1], have raised doubts in | b ful f ket particioants in th h
public eye about deregulation. The Federal government, whijg' O€ usetuiior market participants inthe same measures suc
volatility are important.

particularly anxious about system reliability, is also concernétf
LHower system performance may be assessed from a number

that the new regulations do not lead to such problems as, pric% " Und traditional . ; . int h
manipulation, or structural barriers to the introduction of neW Perspectives. nder a traditional éngineering viewpoint, suc

technologies. An important aspect of assessing the markets ig}%asuremeﬂts aslgut_agfa E?tlf“:r? ' efflctlency, sett:;:.rtl_t y |ng|ces,
understand how price behavior reflects underlying system péltrl S0 on, all provide Insight Into the system capabifities. ton-

formance. This paper reports on characterizing recent price l¥8_r§[ely, .the eci)t?omlcs tvhlewpom't mlay f?Cl;S on Wr:?ther ellec-
havior in the California market. ricity prices settle near the marginal cost of generation as clas-

The operation of the power market is far more involved thaﬂcal dgmand—supply theories ;uggest. B.Oth Of. these viewpoints
for traditional markets since the electric commodity must e valid and need to be considered. Still, neither can capture

generated, distributed and consumed in real-time under st} gbehavior of trades and various financial instruments, which
physical laws and extremely high reliability requirementg.e ept the health of a market. For gxample, the existence of
Speaking broadly, an electricity market uses some biddif ed|cta_1ble patterns of trades and price movements that reflect
scheme to provide a generation schedule, which a govern rketln(_aff|C|ency|s_of concern. More speC|f|caIIy,_we are con-

independent grid operator (IGO) evaluates in order to ensurek _tned w;;[h addr(_assmg t(jhett%n;{)oral ;SpTCﬁtOf f'r.]t?]m'al ma;r-
ability. This evaluation involves extensive off-line studies (e.g.,e S, Such as, price predictabiiity and volatility, with respec
the WSCC criteria [2]) of both static and dynamic behaviotP electricity trades. In this vein, this paper analyzes hourly-

arising from maior contingencies. If the market sched |é1§1constrained zonal price data from April 1, 1998-October 1,
'Sing J Ingenc ! 1999 of the day-ahead California electricity market and fore-

casted load. We show that a number of regimes, i.e., charac-

teristic behaviors, exist in the price time series, and provide
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needed. Furthermore, public knowledge of the existence of diffocedure are that the number of regimes must be pre-specified,

ferent pricing regimes may allow for more effective bidding bynd that there often exists little evidence to support the Markov

market participants. process assumption. In the next section, a regime discovery
algorithm overcoming these limitations is described.

Il. BACKGROUND ) ) ]
A. Regime Discovery Algorithm

In the California market, hourly-unconstrained market T q h i laorith ble of
clearing prices (MCP) for the majority of the market are e proposed approach applies an algorithm capable o

determined on day-ahead and hour-ahead spot markets iigcovering regimes present in time-series without supervision
’ . q
A

by the power exchange (PX) [3]. These prices reflect mu ng on.Iy the gssumption that the. rate of switchip g between
more than just the costs of the suppliers or needs of tfegimes is not high. The method relies on competition between

consumers. For example during off-peak hours, the priceﬁ parate regre_ssion models for each part ofagivgn time series.
often extremely low since suppliers may wish to avoid the co-g e regime discovery algorithm starts by learning a global

of shutting down a unit while waiting for the higher pricedegressmn model on the complete time series. Next, the time

peak hours. Unpredicted events, such as equipment outagé:éi,es is split into two disjoint subsets of equal size and a

can also influence MCP. An important implication of this, fo eparatz rlegrre]:ssmn mode| f's tralnﬁdd for eac;h of thﬁmH The
the study here, is that the price-load relationship is neith@yo mo _es_t en_compete or eac ata pomt, such that, a
linear nor stationary in time. However, it is to be expected c" point is as_3|gned to the model ach|e_v!ng_as_maller error.
that price-load relationship is relatively stable over short is procedure |terate§ u.ntll a stable partmonlng IS obt_amed.
periods of time. In contrast to load forecasting, where there a%bsequently, the pre_dlg'uon error obtained by such part|t|qn 'S
relatively well-understood load patterns (weekdays vs. holidal gmpared tc_) the pred|ct_|on error of the g_IobaI model. If using

and weekends, unusually hot weather, and so on), vola 0 regression models is better than a simple global model, a

electricity prices in power markets are a new phenomenon o 'trd model is added to the competition in a similar fashion to

needs to be examined. the above. The procedure continues by adding new models into
An issue in electricity price modeling can be the interdepeHje co_m_petltlon until it has bgep conc[uded that each model

dence between price and load. In the econometrics Iiteratu'?e,pmf'c'em for one of the existing regimes, and that further

the problems involving prediction of mutually dependent Varpart_itior?ing does not improve predictability of the time series.
ables often require solving systems of simultaneous equation$ It€1iNg absolute errors for each competing model over

[6]. As will be shown later, the characteristic shape of dema |ghborlng data points Is very important in t.he propqsed
and supply curves of deregulated power market is characteriZt gorlthr_n. Th? no'uo_n anses_from the I|kelly cond|t!on thatin a
by nearly perfectly inelastic demand, i.e., by an almost vertic e Series with regimes, neighboring points are likely to .ste'm
demand curve. This means that, at least as a first approximati gm the Same régime so one Sh_OU|d try to pfe"e”t assighing
load is not influenced by electricity price. With this assumptior{‘,eIghborlng points to d|ffer§nt regimes. Averaging the absqlute
the price-load relationship can be considered as a standard gors of each ofl. competing models over the neighboring

gression problem, and solving simultaneous equations Canlb%o'mS S_hOUId decrease the probaplhty of a given data point
avoided. being assigned to a wrong model. This approach will encounter

If a time series of hourly MCP can be partitioned into ir]]_oroblems if the switching rate between regimes is higher then

tervals with stable price-load relationships, it is said to be r}:{"_llfrfhe filt_er Ier:jgth. laorithm is f v d ived i
piece-wise stationaryme series. All intervals with the same re-_. f rgg?]lmhe fls”cov_ery algorit mAIZ ormally described in
lationship are called eegime One regression model should b(f'g' wit tf? 0 c[);w'ngd nstatéon. ata set representing a
learned separately on each regime to successfully represenf'g}f“ series of lengtil” is defined as

existing price-load relationships. The objective of this study is .
to search for possible pricing regimes in the electricity MCP, for So ={(@, w), t € [1, 11} @)

example, periods with particularly high prices or other U”USUWnere{ut} is time series of MCP ang is a vector consisting of

price-load relationships. Since pricing regimes are not knovmgS Ofth and of the exogenous variables (e.g., forecasted load).

in advance, the analysis consists of two steps: 1) discoveriggme interval [1, T7], is partitioned intaL, disjoint subsetd?;,

existing regimes and their positions within a time series, and_ 1, ... L, the corresponding data subsets are denotet,as

2) analyzing each of these regimes separately. whereS; = {(z;, u),t € T;}, and the whole partition &8, =
Some authors have offered possible solutions for this nopg S1}. Separate regression modeld;(z, 3), with 3 a

trivial problem. One of them is the gated experts approach gdctor of parameters, describe the relationships betweand
where a time-series is partitioned into a number of subsets a],ptd and are built on each of the subsétsas

separate models are learned on each of them. The drawback of

gated experts is that partition is based solely on input variables, i = Mi(x, B), if ¢ € T;. (2
making this method unable to discriminate between regimes

if switching between regimes does not depend on availabidereg; is the composite prediction and tikemposite error
input variables (this is the most likely scenario for electricitis defined as the mean squared error (MSEjoffor further
markets). The other solution could be modeling the switchimgference to the regime discovery algorithm and its convergence
between regimes as a Markov process [8]. Drawbacks of tipisoperties, see [9].
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REGIME DISCOVERY ’ALGOR[THM

'O Leama single regression model on global data set S and

calculate its MSE, mse;.

Q Split S into $;°= {S,,", 5;,°), where S;,° and S;,° are
disjoint and of equal size.

0O Modify S,° through the competition procedure (see below)
and calculate composite error mse, achieved by the obtained
pa.l'tition Sz = {SI,Zr SZ,Z}'

O - Terminate the algorithm if the ratio mse,/mse; is larger than
a. No regimes are discovered.

Q L=2

repeat
fori=ItolL

= Split S;, into two disjoint subsets of the same sizes,
S, and S;;% to obtain the initial partition
Sped = {SUSiL Sir’ Si ™}

» Modify S;.,° through the competition procedure
(Fig. 1b.) and calculate composite error mser.,;
achieved by the obtained partition S;.;;=
{S12+06 - SpeaLeri}-

end

QO Out of L partitions, S.;;, i = 1, ... L, choose the partition
achieving the smallest composite error, mse.;; , to
represent the new partition, S;,; = {S; 1.1, ... St+s0+1}

and save its composite error as msep .

QLe«L+1

until the ratio mse;/mse; _; is smaller than o, ae(0,1)

Output: L-/ ‘regimes’ defined by partition S;_; and their

corresponding models.

COMPETITION PROCEDURE

Start from the initial partition into L subsets $;° and setting #n=0.
repeat
Q Learn L models on L subsets of the partition §;”, S, i=1,
..L. ’
0 Filter squared or absolute errors of all models on whole
time series with moving average filter of size 2M+1.
Q If the model M(x, B) gives the smallest filtered error on
(x, y), assign this point to subset S; Form a new
partition, S;"*/, by reassigning all data in this way.
Qnrnentl
until less than p% of data points change subsets.

Fig. 1. Regime discovery algorithm and competition procedure.

B. Remarks

To apply the regime discovery algorithm, three design degi: Modeling Price-Load Relationship with a Single Model
sions must be made. The first decision involves the choice of

input variabless, and the associated structure of regressiqn
models,M (x; 3). One needs to allow for a fair approximation
of the true underlying relationship, and thus, any prior know
edge about the data will be useful. Nonetheless, the propos?
algorithm is not restrictive in the choice of regression mode
but can be used over a range of linear and nonlinear mod? )
The second design decision concerns the parametemich
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TABLE |
PREDICTION VARIABLES WITH CORRELATIONS LOAD CORRESPONDS TO A
ONE-DAY AHEAD FORECASTEDLOAD KNOWN PRIOR TO TRADING

Variable | Description Correlation
with price

Xy Load [GWh] 0.70

X, Load* 0.74

X3 Load’ 0.77

X4 Load_t— Load_t-1 0.00

Xs Load_t—min_load_for_that day 0.65

Xs Load t—max load for that day -0.51

Xy Yesterday's daily average load 042

Xs Yesterday's load at the same hour 0.64

X 7 days ago daily average load 0.29

X0 7 days ago load at same hour 0.54

X Yesterday's daily average price 0.56

X2 Yesterday's price at the same hour | 0.81

X 7 days ago daily average price 0.31

X4 7 days ago price at the same hour 0.50

range of filter lengths. Yet, if the switching between regimes is
significantly faster than the filter length, the algorithm will not
converge. Using median filters instead of moving average filters
would make the algorithm additionally robust with regards to
outliers, but moving average filters have been used here without
any significant degradation of performance.

Ill. CASE STUDY OF CALIFORNIA MARKET

This section analyzes recent price behavior in the California
market. Publicly available data on day-ahead forecasted load
known before trading and MCP of day-ahead market in the pe-
riod from April 1, 1998 till September 30, 1999, are used in the
experiments. First, an attempt is made to model prices with a
single regression model. This allows some insight into the rela-
tionship between price and load as well as identifying the im-
portant features of the time-series. Second, any hidden nonlin-
earities not captured in the model are sought. If such nonlin-
earity exists, more involved regression models will be needed.
Finally, multiple regimes are allowed in the modeling to inves-
tigate the different price-load behaviors that existed during this
time period.

1) Choice of Variables:The first step in MCP prediction is

e choice of input variables and the functional form of the re-
ression function. Among the publicly available data, the fore-
ca&ted load, historical MCP, and functions of these variables, are
early the most useful for prediction. Table | lists the features

; used for the first experiment of determining important fea-
ures, together with their correlation to MCP.

Prediction results are obtained by applying ordinary least

sets the stoppmg criterion. T_he closers to 1, th_e Iow_er error squares (OLS) algorithm on all available data to fit the function

but the more regimes that will be allowed. Again, prior knowl-
. . of the form

edge may provide useful feedback on the correct choice of this

parameter. For example as will be seen in Section lll, the discov-

ered regimes roughly reflect seasonal behavior, while a value of

« closer to 1 might improve accuracy slightly, it would comevhereY; is the time series of hourly MCP. This is repeated

at the cost of insight to the problem. The third design decisidor different subsets of the 15 available features and presented

governs the type and length of error filter. In our previous worik Table II. The coefficient of determinatiod??, defined as

[9], it has been shown that the algorithm is robust over a larg& = 1 — MSE/o? whereo is price standard deviation, is used

Y = Bo + X3 X4 (3
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TABLE 1l 60 —
COEFFICIENT OFDETERMINATION OF GLOBAL LINEAR MODEL AND NEURAL
NETWORK MODEL FORDIFFERENT VARIABLES SETS 501
R2
Features used Tinear NN —a0!
Xi1-Xi4 0.79 0.79 é
X, Xa, X3, X1 0.77 0.78 § 20l
Xy, Xa, X2 0.74 0.78 =
Xy, X, Xs 0.68 0.67 .§ SUPPLY CURVE
X5, X5 0.60 0.68 Q2oL DEMAND CURVE
Xz 0.65 0.65
10+
15 20
10, @ ®) 0 : : : y
- 10| MONDA 18 20 22 24 2 28 30
8 [ ] { { Load [GWh]
9‘_:, 0 | 0
5 Fig. 3. An example of the sample supply—demand curve of California’s
IE 5 10 electricity market for Jan. 25, 1999, 6 P.M.
-10
15 -20 TABLE 11l
0 5 10 15 20 25 0 2 4 g 8 EVOLUTION OF PREDICTION ACCURACY BY INTRODUCING NEW
3 COMPETING MODELS
2 (© | ,|vonDay o
® 1 Number of Experiment 1 Experiment 2
é 1 Regimes {X1, Xa, X3} (X1, Xa, X5, X12}
5 0 , 0 MSE [ R™ MSE__ [ R
5 - 1 J All data 93.9 | 0.68 66.5 0.77
-1 2 76.8 0.74 59.5 0.79
2 2 3 652 | 0.8 558 0381
0 5 0 15 20 25 O 2 4 6 8 4 61.6 0.79 53.7 0.81
Hour Day 5 61.5 0.79 - -

Fig. 2. Mean errorst one standard deviation for (a) 24 hours of price
prediction, (b) 7 days of price prediction, (c) 24 hours of load forecastinglay is examined, and the results are compared to load fore-
(d) 7 days of load forecasting. casting. The prediction model (3) is estimated with input vari-
ables{ Xy, X5, X3, X12} on the complete available data set.
as a measure of predictive capabilities of different regressibig. 2(a) and (b) show mean errors and one standard deviation
models. away from of the 24 hour and 7 day predictions, respectively.
As can be seen, information of load modeled as a third ordeiis obvious that the obtained prediction model does not show
polynomial and yesterday’s MCP is adequate for success§ignificant bias for any particular hour or day, which indicates
MCP prediction. The large influence of yesterday’s MCP otihat such information is not useful for price prediction. To il-
today’s MCP is a good indicator that market behavior can lhestrate day and hour influence on load forecasting, a prediction
considered as relatively stable over shorter periods of timapdel ofl, = 11,1 + fol;—_24 + B3ly_24+7, Wherel, is load
however, it does not provide insight into the reasons for periodtimet, is also constructed. The model achiev&s = 0.96,
of extremely unusual prices. with errors and deviations shown in Fig. 2(c) and (d). Signifi-
2) Hidden Nonlinearities:Hidden nonlinearities not cap- cant bias of the prediction exists both for particular hours and
tured by linear functional form (3) are sought in the followinglays, indicating that proper modeling must include information
experiment. Since neural networks [10] are known to be abd@ hour and day. This highlights a difference between price fore-
to represent highly nonlinear relationships in the data, neucasting and load forecasting and can be explained by the shape
networks with five hidden nodes have been trained to predimtsupply—demand curve of the electricity market (Fig. 3).
the hourly MCP for 3 different sets of input variables, as shown For the current implementation of the deregulated market,
in Table Il. As can be seen, no significant improvement imany consumers are not aware of the high volatility of elec-
achieved by using neural networks over the simpler linegicity price on the market (indeed are not even charged hourly
functional form. Further, the third order polynomial appeangrices) and so are not motivated to change their consumption
to be sufficient to capture the relationships between MCP abdhavior with price. As a consequence, electricity consumption
forecasted load. is influenced more by the patterns of consumer’s behavior, and
3) Influence of Hour and Day on Price Predictiorin load very little by the current market price. Time of the day and day
forecasting, there are relatively well-understood load patterofthe week are therefore very useful in modeling and prediction
(peak and off-peak hours, weekdays vs. holidays and week-load in power systems. On the other hand, the shape of the
ends, unusually hot weather, and so on). This knowledgesispply curve indicates stiff competition among generators for
critical for successful load forecasting. In the following expetthe right to supply electricity. That is, the competition among
iments, the existence of price patterns with respect to hourgenerators almost fully determines the MCP. Influences, such
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Fig. 4. (a) Time series of forecasted loads, (b) time series of price, (c) four regimes discovered in Experiment 1, (d) three regimes discoveradnhzxpe

as, scheduled maintenance or the season, are likely to be sigzording to regimes that exist in the market. Still, one can
nificant, while the time of day and the day of the week are nabnsider that the four regimes accurately reflect the different
relevant since they are already fully reflected in the forecastbdhaviors since the low error rate is found with fewer inputs.
load. The additional variable of previous price obscures one of the
regimes.

Discovered regimes for the two experiments are shown in
Fig. 4 together with the time series of forecasted load and MCP
The proposed regime discovery algorithm has been employiadhe period from April 1, 1998 till September 30, 1999. As a
to discover possible pricing regimes in California’s market. EXirst observation, the discovered regimes are compact indicating
periments have been performed with two different sets of inptlfe existence of pricing regimes in the market. The four regimes
variables: 1§ X7, Xo, X3}, and 2{X;, Xo, X3, X12}.Inthe of experiment 1 are slightly different from the three regimes dis-

first experiment, only forecasted load is used for price predicevered by experiment 2. While regime 3 with extremely low
tion, which allows visualization and easier explanation of olprices did not repeat in 1999 in experiment 1, the similar regime
tained results. Using Table |, regression functions used for cofrem experiment 2 reappears in a smaller extent in June of 1999.
petition in experiment 1 can be expressegas- 5y + Sil: + Also, regime 4 is not distinguished in experiment 2, but remains
Bal? 4 3513, wherep, is MCP and, is predicted load for hour  a part of the most common regime.
In the second experiment, yesterday’s MCP has been includedTable IV provides information relevant for the analysis of dis-
SOp: = fo + Bilt + Pol? + PBal? + Bapi_2a, Wherep, o4 i covered pricing regimes for both experiments. It explains the
MCP 24 hours ago. The error filter size has been set to one westke of each regime, range of load in each regime presented with
(2M = 24*7), assuming that a given pricing regime exists for aheard- one standard deviation of load, regression functions for
least several days before switching to a different pricing regimeach regime, accuracy measures of each specialized price pre-
and the stopping criterion has been set to 0.95. dictor as compared to a global predictor, and, finally, the price
Since the proposed algorithm incrementally introduceslatility defined as variance of price differences;-p;_;. De-
new prediction models into the competition until the stoppingign of experiment 1 with MCP predicted as third order polyno-
criterion is met, intermediate results for both experiments angial of forecasted load provides more straightforward analysis
reported (Table Ill). In the first experiment, four regimes aref change in the market behavior, and therefore we emphasize
discovered, as introducing the fifth prediction model did ndahese results further in text. As mentioned earlier, using only
significantly improve accuracy, while in the second experimerfgrecasted load for price prediction allows visualization of the
three regimes have been found. The decrease of the MSEdijained regimes. Therefore, Fig. 5 plots the relationship be-
data partitioning is 34% and 16% in the first and second expdween forecasted load and MCP for the four discovered regimes
iments, respectively, relative to the global prediction model. &f experiment 1.
should be noted that the ratio of MSE between two choices ofNotice regimes 1 and 2 have similar load-price relationship,
input variables decreases from 1.41 when only single predictiatith regime 1 being slightly more expensive; however, the
models are used to 1.10 when the regime discovery algorittvolatility of price, defined as the price variance, in regime 1 is
is used. Therefore, the influence of yesterday’s price decreasamificantly larger than for regime 2. Since the loads in both
by partitioning the data into different regimes. The role afegimes are comparable and there is no indication of significant
yesterday'’s price is to model daily market specifics that coufystem changes in these periods, regime 1 might indicate the
not be described by forecasted load, but rather by conditionsperiod of exercising the market power with large suppliers
the generation side of the power system. This means that gfessibly withholding a portion of generation and causing a
forecasted load and price relationship are changing over tiqéce increase by shift of supply curve to the left. Regime 3

B. Discovering Multiple Regimes
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TABLE IV
ANALYSIS OF DISCOVEREDREGIMES: SIZE OF EACH REGIME; LOAD RANGES [GWh] EXPRESSED ASMEAN 4 ONE STANDARD DEVIATION; MCP [$/MWh]
PREDICTION FUNCTIONS, R? FOR SPECIALIZED AND GLOBAL PREDICTORS ONEACH REGIME; AND PRICE VOLATILITY OBTAINED BY
(a) EXPERIMENT 1, (b) EXPERIMENT 2

(@
= Eglime LTF Load WICT |, oy prodichion fanclin rs predichiom I Frees
mean & =di Liad (ilokal Yirlal
7 | 0 | 15325 220 + 274, I ; 1@, 5 | 075 7 3
2 [ A48T | 173260 1 i 14 1T 15 EE] B0 ]
I ]| M2 | 33243 f { i i il 183 i 13
(b)
HRiegiime Size Linaal MCP ., predicuen fimcinn Pnce prodicton B Pnce
meam & sid) Local | Gilishal wolmility
= ] MmALER Y ¢ §34 i ! (el {10l 1 I
T T BT TR R AN TR LL i Ta
} | ]| L4 21944, ] I ! T2 .45 1]
N | 245447 [¥] [TT [ ] [FEY ] J1[3 57
50, weekdays can further improve the price prediction of the regime
discovery algorithm. Improvement over not using the dummy
40, variables is less than 1%, which provides additional evidence
in support of a finding that hour and day do not influence price,
given the forecasted load.
. 30
RS! IV. CONCLUSION
* 20, This paper has reported on characterizing recent price
behavior in the California electricity market. An iterative
10! algorithm was introduced that could identify different regimes
or characteristic behavior in the data. There are no restrictions
on the allowable models in the algorithm although models
%5 20 25 30 35 40 that require extensive training time or other undesirable char-
Load acteristics may slow convergence to an unacceptable rate.
) ) ) _ Our analysis shows that several regimes existed during the
Fig. 5. Plot of MCP vs. forecasted load for four regimes discovered in t

Hime period of our analysis. This information could provide

valuable insight to both generation companies and regulators,
appeaing duingthe in veks of iay and Juneof 006 T SpRIemenc vy coron i i vt e
characterized by extremely low price and low volatility appaﬁm identified regimes might identify where market regulations

ently caused by high hydro generation and relatively low load. ) ) o
. . ; . . . . 0r system infrastructure improvements are needed. In addition,
Extremely high prices and high price volatility with a relatively . ) ; .
rée analysis here has focused on unconstrained prices but price

low load characterize regime 4, which appeared during the fi% . - o o X

weeks of October and November in 1998, one week at the en%f‘av.'or arising from transmission sy;tem limits is certainly of

of December of 1998, and the last week of September of 19&5eat importance. Subsequent work will focus on developments

. ' . n 'tgese areas.

We speculate this was caused by scheduled maintenance an

lower hydro availability but a definitive answer depends on

data not publicly available.
Reglmes 1and2in experlment 2 have Seemlngly similar pre_[l] “/?Sf]istant Secreta]:’ybe;Lenergy efﬁCLenC){’ ancérenewable enerfgy, review

dictors with similar volatility and significantly higher load in of the structure of bulk power markets, U.S. Department of Energy,

) X - s Report to the Office of Power Technologies, Sept. 18, 1999.
regime 1. Still, the dependence of yesterday’s price is much[2] “WSCC Coordinating Council, Reliability Criteria,”, http://www.

experiment 1.
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