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Abstract
This paper proposes Twin Vector Machine (TVM), a con-
stant space and sublinear time Support Vector Machine
(SVM) algorithm for online learning. TVM achieves its fa-
vorable scaling by maintaining only a fixed number of ex-
amples, called the twin vectors, and their associated infor-
mation in memory during training. In addition, TVM guar-
antees that Kuhn-Tucker conditions are satisfied on all twin
vectors at any time. To maximize the accuracy of TVM,
twin vectors are adjusted during the training phase to ap-
proximate the data distribution near the decision bound-
ary. Given a new training example, TVM is updated in
three steps. First, the new example is added as a new twin
vector if it is near the decision boundary. If this happens,
two twin vectors are selected and merged into a single twin
vector to maintain the budget. Finally, TVM is updated
by incremental and decremental learning to account for the
change. Several methods for twin vector merging were pro-
posed and experimentally evaluated. TVMs were thoroughly
tested on 12 large data sets. In most cases, the accuracy of
low-budget TVMs was comparable to the state of the art
resource-unconstrained SVMs. Additionally, the TVM ac-
curacy was substantially larger than that of SVM trained on
a random sample of the same size. Even larger difference in
accuracy was observed when comparing to Forgetron, a pop-
ular kernel perceptron algorithm on a budget. The results
illustrate that highly accurate online SVMs could be trained
from large data streams using devices with severely limited
memory budgets.

1 Introduction
An objective of data mining is to develop efficient and
accurate algorithms for learning from large quantities
of data. Previous research has resulted in many suc-
cessful learning algorithms that scale linearly or even
sub-linearly with sample size and dimension, both in
runtime and in space. Interestingly, linear or even sub-
linear space scaling is often not sufficient, because it im-
plies an unbounded growth in memory with sample size.
This clearly opens another challenge: how to learn from
large, or practically infinite, data sets or data streams
using memory limited resources.

In this paper, we address the online learning on
a budget scenario with the following characteristics:
(1) independent and identically distributed training
examples are observed sequentially and in a single pass;
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(2) the learner can choose to maintain in the limited
memory any information about the observed examples;
(3) the learning should be anytime (i.e. produce
an accurate predictor upon unforeseen termination).
Evidently, there are many choices as to what the online
learner could maintain in the memory. The information
saved could include a sample of the observed examples,
their statistical summary, a prediction model, or any
combination of these.

At one end of the spectrum, we have a model-free
approach where only a sample or a summary of the ob-
served data is maintained. For example, the reservoir
sampling [16] can be used to maintain a random sample
from a data stream. Then, model trained can be done
off-line using the selected examples. Similarly, instead
of reservoir sampling, one can decide to use some type
of online clustering to better represent data diversity.
Although model-free approach is computationally effi-
cient, the caveat is that unsupervised sampling is often
not optimal with respect to the learning quality. At
the other end of the spectrum, we have a data-free ap-
proach where only the prediction model is saved in the
memory and updated as new examples are observed.
An example of the data-free approach is the perceptron
algorithm [10] that converges to the optimal classifier
when classes are linearly separable. This algorithm is
extremely efficient, both in time and space, but it is
applicable only to the very limited class of problems.
Most other approaches are hybrid in that they require
maintenance of both data and model in the memory.

An example of the hybrid approach for linear re-
gression is the recursive least squares algorithm [8] that
matches learning quality of the memory-unlimited batch
solution. In addition to the model weights, the algo-
rithm maintains a data summary in the form of an in-
formation or a covariance matrix. Therefore, it is a
constant space online algorithm with quadratic scal-
ing with the number of attributes. Development of a
similarly successful algorithm for nonlinear regression is
still an open problem. A representative of hybrid ap-
proaches in classification are budget kernel perceptrons
[2, 4, 5]. The kernel perceptrons are represented by a
subset of observed examples (i.e. support vectors) and
their weights, and the budget solution is achieved by en-
suring that the number of support vectors is bounded.



While there are theoretical guarantees for convergence
of budget kernel perceptrons for certain noise-free clas-
sification problems, their performance is often poor on
noisy classification problems.

In this paper, we propose a Support Vector Ma-
chine (SVM)[14] algorithm for online learning on a bud-
get. SVMs are a popular class of machine learning al-
gorithms that achieve superior accuracy on a number
of practical supervised learning problems. Most often,
SVM training is formulated as a quadratic programming
problem and its solution typically requires quadratic
space and cubic time scaling with sample size. Such
scaling is often unacceptable for data mining applica-
tions. Various solutions have been proposed [13, 15, 17]
to improve the time and space efficiency of SVMs and
make them applicable to very large data sets. While
these solutions achieve much better scaling in practical
applications, they still have an unbounded growth in
memory with the sample size. In addition, they require
multiple passes through the training data, which is not
acceptable in the online learning scenario.

The proposed algorithm, called Twin Vector Ma-
chine (TVM), is designed to handle arbitrarily large
data streams while operating under a fixed memory
budget. The basic idea of TVM is to upper bound the
number of support vectors during the whole learning
process. Each example kept in the memory, called the
twin vector, represents a summary of the training ex-
amples in its neighborhood and thus captures the lo-
cal data distribution. To optimally utilize the budget,
twin vectors are positioned near the decision bound-
ary, which is the most informative region of the input
space. The TVM and the set of twin vectors are up-
dated after each newly observed training example while
keeping the memory budget as follows. A new exam-
ple is added as a new twin vector if it is near the de-
cision boundary. If this happens, two twin vectors are
selected and combined into a single twin vector to main-
tain the budget. Finally, TVM is updated such that
Kuhn-Tucker conditions are satisfied on all twin vectors
at any time. To accomplish this, we used the solution
proposed in the online memory-unbounded Incremental-
Decremental SVM (IDSVM) [1] algorithm. It uses an
efficient adiabatic procedure to update the SVM upon
inclusion or deletion of a support vector. The resulting
TVM algorithm achieves constant space and linear time
scaling, and is very appropriate for online learning from
large data sets using a limited memory budget.

The paper is organized as follows. In §2, we give an
overview of SVMs and the incremental and decremental
learning. In §3, we introduce TVM and in §4 we describe
how they can be used for online learning on a budget.
§5 provides results of the thorough characterization of

TVM on a number of large data sets.

2 Preliminaries
2.1 SVM, Dual Formulation, and Kuhn-Tucker
Conditions. The SVM classifier is of the form f(x) =
w · Φ(x) + b, where Φ is a nonlinear mapping of the
attribute space, and is trained from data set D =
{(xi, yi), i = 1...N} by optimizing the primal problem

min 1
2 ||w||2 + C

∑
i

ξi

s.t. yi(w · Φ(xi) + b) ≥ 1 − ξi, ξi ≥ 0, ∀i ∈ {1, ..., N}
where ξi are the non-negative slack variables and C
is the non-negative slack parameter. In the dual
formulation of the optimization, the primal problem is
transformed to

min
0≤αi≤C

: W =
1
2

∑
i,j

αiQijαj −
∑

i

αi + b
∑

i

yiαi

where αi are the Lagrange multipliers associated
with the constraints of the primal problem, Qij =
yiyjK(xi, xj) are elements of the Gram matrix Q, and
K is the positive definite kernel function satisfying
K(xi, xj) = Φ(xi)T Φ(xj). The resulting SVM classi-
fier can be conveniently represented in the dual form
as

f(x) =
N∑

i=1

yiαiK(xi, x) + b

Partial derivatives of the objective function W of the
dual problem should satisfy the KT conditions

gi =
∂W

∂αi
= yif(xi) − 1

⎧⎨
⎩

> 0; αi = 0
= 0; 0 < αi < C
< 0; αi = C

and create a partition of the training data D into
three categories: the set S of margin support vectors
that are strictly on the margin (yif(xi) = 1), the
set E of error support vectors that violate the margin
(yif(xi) < 1), and the set R of reserve vectors that are
correctly classified and outside the margin (yif(xi) >
1). Therefore, the SVM model is represented by a set of
Lagrange multipliers αi and training examples for which
αi > 0 (margin and error support vectors).

2.2 Adiabatic SVM Updates [1]. Given the SVM
consisting of N support and reserve vectors and a new
example (xc, yc), [1] proposes how to change values of
αi, i = 1, ..., N , and b such that all KT conditions are
maintained. If the new example satisfies ycf(xc) > 1,
its αc value is set to zero, it is directly assigned to the
reserve vector set R, and there is no need to update



values of αi’s and b. Otherwise, αc becomes positive,
the new example becomes a member of either S or E
sets, and all values of αi’s and b should be updated.

By assuming that addition of the new example does
not change the assignment of the existing N support
and reserve vectors, only values of b and αi’s from the
margin support vector set S should be modified after
inclusion of the new example. The change in gi value of
an example from S set due to a positive value of αc is
expressed differentially

Δgi = Qicαc +
∑
j∈S

QijΔαj + yiΔb

0 = ycαc +
∑
j∈S

yjΔαj , ∀i ∈ D ∪ {c}(2.1)

Since Δgi = 0 for the margin support vector set S
with indices S = {s1, ..., sp} , where P is the number
of margin support vectors (set S), equations (2.1) could
be written in the matrix form as

J ·

⎡
⎢⎢⎢⎣

Δb
Δαs1

...
Δαsp

⎤
⎥⎥⎥⎦ = −

⎡
⎢⎢⎢⎣

yc

Qs1c

...
Qspc

⎤
⎥⎥⎥⎦αc

where J is symmetric Jacobian matrix

J =

⎡
⎢⎢⎢⎣

0 ys1 · · · ysp

ys1 Qs1s1 · · · Qs1sp

...
...

. . .
...

ysp Qsps1 · · · Qspsp

⎤
⎥⎥⎥⎦

Matrix J is the enlarged (by one row and column) Gram
matrix of the support vector examples. By inverting the
(P + 1) × (P + 1) matrix J , the updated values of αi’s
and b can be calculated for any value of αc.

There are two remaining issues with implementa-
tion of the adiabatic procedure. The first is finding
the optimal value of αc as the value that minimizes the
objective function W . This is accomplished by slowly
increasing its value starting from zero as long as W de-
creases. The second is taking care of the occasional need
to reassign examples among the S, E, and R sets due to
increase in αc. That is accomplished by careful book-
keeping described in detail in [1]. It is worth mentioning
that each bookkeeping step results in incrementing (an
example is moved from R or E to S) or decrementing
(an example is moved from S to R or E) the Jacobian
matrix J by one row and column. After each update
of J due to bookkeeping its inverse should also be up-
dated. Decremental unlearning (removing any example
from the training set) is implemented through adiabatic
reversal of incremental learning.

2.3 Costs of an Adiabatic Update. During each
incremental or decremental step, the major computa-
tional cost is in calculating the inverse of Jacobian ma-
trix J . Instead of directly inverting J that would take
O(P 3) time, a recursive procedure is used that uti-
lizes the previously calculated inverse of J , in which
J differed by a single row and column. The cost of
the inversion in such case scales as O(P 2). Assum-
ing that the amount of bookkeeping at each incremen-
tal/decremental step is upper bounded (reasonable as-
sumption in practice), the runtime of incremental learn-
ing/decremental unlearning of a single example scales as
O(P 2).

For the memory requirement, an adiabatic update
requires to keep the (P + 1) × (P + 1) inverse of the
Jacobian matrix J , the N × (K + 1) matrix of support
and reserve vectors, where K is the number of attributes
(to be able to update J−1 when a new example arrives,
regardless of the future assignments of vectors to S, E,
and R sets), the N ×P Gram matrix (for bookkeeping),
the N × 1 vector of g values, and the N × 1 vector
of Lagrange multipliers α. Assuming the number of
margin support vectors P scales as O(N), both space
and runtime of the adiabatic update scale as O(N2).

3 Twin Vector Machine

3.1 Twin Vectors. The idea for TVM comes from
vector quantization where each example is represented
by its quantized version. We will now illustrate how
this idea leads to the constant space and linear time
SVM. Let us assume that we are given B prototype
attribute vectors q1, ..., qB and that each training ex-
ample is represented by its nearest prototype. For
the moment, we will not worry about how the pro-
totypes are selected; we will address this question in
§4. Through the prototype representation, the origi-
nal training data set D = {(xi, yi), i = 1...N} is trans-
formed to Q(D) = {(Q(xi), yi), i = 1...N}, where Q is
the quantization function defined as Q(x) = {qk, k =
argminj=1:B ||x−qj ||}. We note that the assignment to
the nearest prototype results in the minimization of at-
tribute distortion, defined as E(||X−Q(X)||2). Clearly,
as the number of prototypes B grows, it is expected that
the attribute distortion decreases.

Training SVM on N quantized examples from Q(D)
reduces to solving the following primal problem,

min 1
2 ||w||2 + C

∑
j

(s+
j ξ+

j + s−j ξ−j )

s.t.
wΦ(qj) + b ≥ 1 − ξ+

j ,

−(wΦ(qj) + b) ≥ 1 − ξ−j ,

ξ+
j , ξ−j ≥ 0, j = {1, ..., B},

where s+
j and s−j are the numbers of positive and



negative examples quantized to prototype qj , and ξ+
j

and ξ−j are the corresponding slack variables. There-
fore, prototype qj is represented by two weighted ex-
amples, a positive example (qj , +1, s+

j ) and a nega-
tive example (qj ,−1, s−j ). We call the pair TVj =
{(qj , +1, s+

j ), (qj ,−1, s−j )} the Twin Vector. Training
an SVM on N quantized examples from Q(D) is anal-
ogous to training an SVM on the set of B twin vectors
TV = {TVj, j = 1...B}. Thus, from the perspective of
SVM training, Q(D) = TV .

After transformation to the dual problem the KT
conditions become

g+
i =

∂W

∂α+
i

= yif(qi) − 1

⎧⎨
⎩

> 0; α+
i = 0

= 0; 0 < α+
i < s+

i C
< 0; α+

i = s+
i C

,

where yi = +1, such that the feasible range of each
Lagrange multiplier depends on s+

i weights. The similar
conditions apply to g−i , with the only difference that
yi = −1.

It should be noted that many SVM algorithms, in-
cluding IDSVM [1], can incorporate weights into opti-
mization in a straightforward fashion. Thus, weights of
twin vectors s+

i and s−i do not add to the complexity of
SVM training. We call the SVM trained on TV set of
twin vectors the offline Twin Vector Machine (TVM).
The resulting offline TVM predictor can be expressed
as

TV M(x) =
∑

j

(α+
j − α−

j )K(qj , x) + b.

Let us discuss computational costs of offline TVM
training with fixed pivot vectors. Because the Q(D) can
be regarded as a data set with 2B weighted examples,
the solution of the quadratic programming problem
would have O(B3) runtime and require O(B2) memory,
which implies constant runtime and constant memory
scaling with N . By adding the costs of converting D
to Q(D) the runtime becomes O(B3) + O(N) which
represents linear scaling with data size N .

4 Twin Vector Machine for Online Learning on
a Budget

In §3 we showed that quantization of the original data
set D to B twin vectors allows SVM training with
linear time and constant space scaling with data size.
Throughout the section we assumed that the set of B
pivot vectors was known and fixed. A natural question
addressed in this section is how to choose the pivot
vectors in an online fashion. Our idea is to adaptively
change the pivot vectors such that they are positioned
near the decision boundary. The details of the resulting

online TVM (or TVM, for short) algorithm for online
training on a budget are as follows.

4.1 The Algorithm. The outline of the algorithm
is shown in Algorithm 1. After initializing the TVM
to zero predictor and setting TV to empty, examples
from the stream are read sequentially. For each observed
example, we determine if it is useful, using the Beneficial
routine. If the example is useful, it is added to
the reservoir and the twin vector set TV is updated
to maintain the budget (UpdateTV ). Then, TVM is
updated to account for the changes in TV using the
incremental and decremental learning (UpdateTVM ).

Algorithm 1 TVM
Input: Data stream D = {(xi, yi), i = 1...N}, budget
B, kernel function K, slack parameter C
Output: TVM with parameters α+

1 , α−
1 , ..., α+

B, α−
B,

b
TV M = 0, TV = �
for i=1 to N do

if Beneficial(xi) then
UpdateTV
UpdateTV M

end if
end for

The basic idea of Beneficial, which is consistent with
the successful approaches for active learning with SVMs
[11, 12], is that examples that are near the decision
boundary (i.e., |TV M(x)| is small) are most informa-
tive. Ignoring examples that are far beyond the margin
is justified at two levels: positively classified examples
are reserve vectors that are not likely to become support
vectors, while negatively classified examples are error
support vectors that are most likely noisy and with a
negative influence on the classification accuracy. Algo-
rithm 2 describes the Beneficial routine. The first B
observed examples are labeled as beneficial by default.
Others are labeled as beneficial if the absolute value of
their TVM prediction is below threshold m1. As a de-
fault value, we use m1 = 1 that results in acceptance of
new examples only if they are within the margin of the
current TVM.

Algorithm 2 Beneficial

if size(TV ) < B or |TV M(xi)| ≤ m1 then
return 1

else
return 0

end if

UpdateTV (Algorithm 3) updates the twin set TV .



It starts by creating the overflow twin vector TVB+1

from the observed example (xi, yi), where qB+1 = xi,
s+

B+1 = 1 and s−B+1 = 0 if yi = +1, and s+
B+1 = 0 and

s−B+1 = 1 if yi = −1. If there is a space in the reservoir,
the overflow twin is added to it. If the reservoir is full
(TV has B twin vectors), its twin vectors have to be
modified. UpdateTV recognizes two scenarios. In case
when there is a twin vector that is sufficiently beyond
the margin (i.e., |TV M(qj)| > m2), UpdateTV removes
it to make space for the overflow twin. The threshold
m2 is selected such that m2 > m1 (its default value is
set to 2, see Figure 1.a) in order to create a buffer zone
that prevents premature removal of potentially useful
twins.

In case when all B twin vectors are within the buffer
zone, UpdateTV selects two twin vectors TVi and TVj

and merges them to create a new twin vector TVnew

that replaces them. Details of how the two twin vectors
are selected are given in §4.2.

Algorithm 3 UpdateTV

s = size(TV)
TVB+1 = {(xi, yi, 1), (xi,−yi, 0)}
if s < B then

TVs+1 = TVB+1

else if maxi=1:B |f(qi)| > m2 then
k = arg maxi=1:B |f(qi)|
TVk = TVB+1

else
find the best pair TVi, TVj(i < j) to merge
TVi = {(qnew, +1, s+

i + s+
j ), (qnew ,−1, s−i + s−j )}

TVj = TVB+1

end if

The outcome of UpdateTV can be addition of a new
twin vector, replacement of a twin vector with the over-
flow twin, or replacement of one or two twin vectors
through merging. UpdateTVM performs decremental
unlearning of the removed twin vector(s) and incremen-
tal learning of the added twin vector(s) such that Kuhn-
Tucker conditions are satisfied on all twin vectors during
the online learning.

4.2 Merging Methods. In this section we discuss
several methods for selecting the best twin vectors for
merging in UpdateTV.

4.2.1 Merging in Input Space. In case when all B
twin vectors within the buffer zone, UpdateTV selects
two twin vectors TVi and TVj and merges them to create
a new twin vector TVnew that replaces them. Given TVi

and TVj , one approach is to calculate the pivot vector of
TVnew, qnew, to minimize distortion in the input space

defined as

d = si||qi − qnew||2 + sj ||qj − qnew ||2,

where si = s+
i + s−i and sj = s+

j + s−j . It follows that
the optimal qnew is

qnew =
siqi + sjqj

si + sj
,

and that the resulting minimal distortion, denoted as
d∗ij is

d∗ij =
sisj ||qi − qj ||2

si + sj
.

The best pair TVi and TVj of twin vectors to merge is
the one that has minimal d∗ij value.

Although it seems that merging in input space re-
quires O(B2) time and memory, it is evident that, with
some bookkeeping from the previous calls to UpdateTV ,
both costs can be reduced to O(B) in expectation. In
fact, for each twin vector TVi, we memorize index k of
its best merging neighbor, defined as k = argminjd

∗
ij ,

together with distortion d∗ik. After UpdateTV , we calcu-
late distortions between the newly created twin vectors
and the unchanged twin vectors and use that to modify
the memorized indices and distortions.

4.2.2 Merging in Feature Space. An alternative
to merging in input space is merging in feature space.
Let us denote Φ as the mapping of the input space
to a feature space induced by the kernel function K,
such that K(x, y) = Φ(x)T Φ(y). Given TVi and TVj,
the goal is to find qnew that minimizes feature space
distortion defined as

d = si||Φ(qi) − Φ(qnew)||2 + sj ||Φ(qj) − Φ(qnew)||2.

Similarly to results of §4.2.1, the optimal Φ(qnew) is

Φ(qnew) =
siΦ(qi) + sjΦ(qj)

si + sj
.

The challenge with feature space merging is that the
pre-image of Φ(qnew) may not exist (as is the case with
RBF kernels). As proposed in [9], this issue can be
addressed by finding the approximate solution q′new by
minimizing

min
q′

new

||Φ(q′new) − siΦ(qi) + sjΦ(qj)
si + sj

||2.(4.2)

The general solution of (4.2) is hard to achieve since
it requires nonlinear optimization that depends on the
choice of kernel. In [9], an algorithm was developed to
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Figure 1: Figures of Buffer, Merging and Rejection

solve (4.2) for RBF and polynominal kernels. Interest-
ingly, in both cases, q′new lies on the line connecting qi

and qj .
Due to the increased computational costs of feature

space merging, TVM uses input space merging as the
default choice.

4.2.3 Global versus One-Sided Merging. With-
out an additional constraint, TVM allows merging of
twin vectors across the decision boundary. Potential is-
sue with such merging is loss of margin support from the
original twin vectors and creation of a new twin near
the boundary with nearly equal positive and negative
weights. This can be harmful to the quality of TVM. In
One-Sided merging the twin vectors are separated into

those in the positive region, TV M(qi) > 0, and the neg-
ative region, TV M(qi) < 0. Only pairs of twin vectors
from the same region are considered for merging. As
an illustration, although merging of TV1 and TV2 from
Figure 1.b would result in the smallest distortion, One-
Sided would merge TV1 and TV3. One-Sided merging
is the default choice in TVM.

4.2.4 Merging Rejection. Merging can be inappro-
priate in the regions of the input space where TVM de-
cision boundary is highly nonlinear. For example, merg-
ing of twin vectors TV1 and TV2 from Figure 1.c that
are at the positive margin results in TVnew that is well
beyond the negative margin. We note that this behav-
ior is common to both input and feature space merg-
ing. To avoid negative effects of such merging, we com-
pare value of TV M(qnew) to its estimated value under
the linear assumption, T̂ V M(qnew) = (siTV M(qi) +
sjTV M(qj))/(si + sj). Rejection accepts the merging
if TV M(qnew) is near its estimated value,

(1−η)T̂ V M(qnew) < TV M(qnew) < (1+η)T̂ V M(qnew),

where η = 0.2 is used as the default value. If the selected
pair of twin vectors fails the test, Rejection considers the
next best merging candidates. If they pass the test, the
merging is executed. Otherwise, UpdateTV concludes
that merging cannot be successfully performed and the
overflow twin is simply ignored.

4.3 Control of C. In the online learning on a bud-
get, an additional challenge is the choice of the slack
parameter C, that controls the tradeoff between model
complexity and training error. For a fixed C, the in-
fluence of training error would grow with data stream
size due to increase in weights s+

j and s−j of twin vec-
tors. Compounded with the bounded number of twin
vectors in TVM, which constrains its representational
power (TVM could span at most a B-dimensional man-
ifold in the feature space), fixed C would lead to over-
fitting.

To address this issue, we dynamically adjust C

such that the product C
∑
j

(s+
j + s−j ) is kept constant

during the online learning process. Adjusting TVM
with respect to a change in C could be done efficiently
using path regularization techniques [7]. In TVM, we
use regularization parameter permutation [6] which is a
method implemented in IDSVM algorithm.

4.4 Costs of TVM Online Training. The memory
requirement of TVM is constant in sample size and
scales as O(B2) with the budget B. It consists of three
routines which have different runtimes. The Beneficial



needs to provide TVM prediction for a new example
and it has O(B) runtime. In the worst case, UpdateTV
has to perform merging. Finding the best pair of twin
vectors for merging requires O(B) expected runtime
subject to appropriate bookkeeping from previous calls
of UpdateTV. Dynamically adjusting C takes O(B)
time. Finally, the runtime of UpdateTVM is O(B2).
The total runtime is therefore O(NB + nB2), where
n is the number of examples among the N observed
examples which are selected by Beneficial. Observe that
ratio n/N is initially close to 1 and that it decreases
with N when threshold m1 is at its default value 1.
This is because margin decreases with N and Beneficial
becomes more and more selective. Since nB2 dominates
the runtime and n = O(N), the total runtime appears
sublinear in N .

5 Experimental Results

In this section, we present results of detailed evaluation
of TVM on a number of benchmark datasets.

5.1 Data Sets. Properties of 12 benchmark data sets
for binary classification are summarized in Table 1. The
multi-class data sets were converted to two-class sets as
follows. For the digit datasets Pendigits and USPS we
converted the original 10-class problems to binary by
representing digits 1, 2, 4, 5, 7 (non-round digits) as
negative class and digits 3, 6, 8, 9, 0 (round digits) as
positive class. For Letter dataset, negative class was
created from the first 13 letters of the alphabet and
positive class from the remaining 13. The 7-class Shuttle
data set was converted to binary data by representing
class 1 as negative and the remaining ones as negative.
Class 1 in the 3-class Waveform was treated as negative
and the remaining two as positive. For Covertype data
the class 2 was treated as positive and the remaining 6
classes as negative. Adult, Banana, Gauss, and IJCNN
were originally 2-class data sets. Checkerboard data was
generated as a uniformly distributed two-dimensional
4 × 4 checkerboard with alternating class assignments
(see Figure 3). Checkerboard is a noise-free data set in
the sense that each box consists exclusively of examples
from a single class. N-Checkerboard is a noisy version
of Checkerboard where class assignment was switched
for 15% of the randomly selected examples. For both
data sets, we used the noise-free Checkerboard as the
test set. In this way, the highest reachable accuracy
for both Checkerboard and N-Checkerboard was 100%.
Attributes in all data sets were scaled to mean zero and
standard deviation 1.

5.2 Evaluation Procedure. We used three SVM al-
gorithms (LIBSVM [3], IDSVM [1], and TVM) and one

Table 1: Data set summaries
Datasets Training Size Test Size Attributes

Adult 21048 9114 123
Banana 4300 1000 2

Checkerboard 100000 5000 2
N-Checkerboard 100000 5000 2

Covertype 100000 10000 54
Gauss 100000 5000 2
IJCNN 49990 91701 22
Letter 16000 4000 16

Pendigits 7494 3498 16
Shuttle 42603 14167 9
USPS 7291 2007 256

Waveform 100000 5000 21

kernel perceptron algorithm (Forgetron [5]) in the ex-
periments. Because IDSVM is a memory-unconstrained
online algorithm it served as an upper bound on ac-
curacy achievable by TVM. LIBSVM, one of the most
successful batch-mode SVM algorithms, is both highly
accurate and computationally efficient. Although it is
not an online algorithm, we thought that its inclusion
can be informative for evaluation of TVM. In addition,
we also used the Self-Tuned Forgetron algorithm [5], a
popular kernel perceptron algorithm for online learning
on a budget. For TVM experiments, we evaluated five
different budgets, B = 20, 50, 100, 200, 500. The default
TVM parameters m1 = 1, m2 = 2, and η = 0.2, with
InputSpace, OneSided and Rejection merging were used
in all the experiments. Training examples were ordered
randomly. Additionally, we also trained IDSVM on a
random sample of size B = 100 from training data and
denoted it as Random. It represents the model-free on-
line learning approach and serves as a lower bound on
the accuracy achievable by TVM.

We performed three set of experiments on 12 data
sets with three different kernels: linear kernel K(x, y) =
xy, RBF kernel K(x, y) = exp(−||x−y||2

2δ ), and polyno-
mial kernel K(x, y) = (xy + 1)d. Although different
kernels might be appropriate for different data sets, our
goal was to compare behavior of the SVM algorithms
over a large range of conditions. To keep things simple,
and consulting previous SVM evaluations [15], LIBSVM
and IDSVM used the slack parameter C = 1 for Adult
and C = 100 for the remaining 11 data sets. Similarly,
following the strategy explained in section 4.3, TVM
kept the product of C and the sum of twin weights at
B for Adult and at 100B for the remaining 11 data
sets. RBF kernel width δ was set to δ = K/2 [3], where
K is the number of attributes, for all data sets but the
two Checkerboard data sets. There, the width was set to
0.37. Polynomial kernel degree d was set to 3 in all data
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Figure 2: TVM(B=100) solutions on 10 million N-Checkerboard data.

sets instead the two Checkerboard data sets. There, the
degree was set to d = 7 because of the complexity of the
problem. For the Forgetron, RBF kernel width was dif-
ferently tuned for better performance. All experiments
were run on a 3G RAM, 3.2GHz Pentium Dual Core 2
PC.

5.3 TVM Trained on 10 Million N-
Checkerboard Examples. In Figures 2.a-d we
illustrate the TVM solutions with budget B = 100 and
RBF kernel after N = 100, 1000, 10000, and 10 million
examples were observed from the data stream. Yellow
and cyan lines are positive and negative margins,
respectively. Black line is the TVM boundary, and Red
circles are Twin Vectors. It can be seen that the TVM
decision boundary dramatically improved during the
process. This success can be attributed to the improved
positioning of twin vectors near the decision boundary.
It is interesting to observe that the TVM margin
gradually decreased during the procedure. The solution
for N = 100 (Figure 2.a) corresponds to Random and it
is evident that TVM managed to substantially improve
its accuracy by careful choice of twin vectors.

In Figure 2.e we compare accuracies of IDSVM,
LIBSVM, and TVM with B = 100 as a function of the
stream size. IDSVM was suspended after N = 10, 000

examples and LIBSVM was trained on N = 100, 000
examples because the resource limits of our PC were
reached at these values. As seen, TVM had similar
accuracy to IDSVM at N < 10, 000 and to LIBSVM
at N = 100, 000, and its accuracy steadily increased to
the impressive 98.7% at N = 107. Finally, in Figure 2.f,
we compare the runtime of TVM with the runtime of
IDSVM algorithm at N < 10, 000. It could be observed
that the TVM runtime appears linear while the IDSVM
runtime appears cubic, as expected.

5.4 Results on Benchmark Data Sets. In this
section we summarize performance results on all 12
benchmark data sets. Each result listed in Tables 2,
3, 4 is an average of 5 repeated experiments. The first
three columns of Table 2 compare the runtime of TVM
with budget B = 100, LIBSVM, and IDSVM. The last
three columns show number of support/twin vectors
in the final TVM, LIBSVM, and IDSVM classifiers.
To speed-up the experiments, we decided to terminate
IDSVM after 3,000 seconds. In this case, in the last
column we report the number of support vectors and
how many training examples were processed by the
time of stopping. The runtime of IDSVM was about
two orders of magnitude larger than for LIBSVM. This
difference was largely caused by the fact that IDSVM is



Table 2: The summary of training time and # of SVs/TVs with RBF kernel. (* means early stopped after 3,000
seconds. Superscript values indicate # of examples learned before early stopped.)

Data sets Training time (in seconds) # of SVs/TVs
(RBF Kernel) TVM LIBSVM IDSVM TVM LIBSVM IDSVM

Adult 230 395 ∗ 100 8578 32237200

Banana 21 1 54 100 960 1015
Checkerboard 1406 112 ∗ 100 4073 34107560

N-Checkerboard 1778 3604 ∗ 100 51230 544010000

Covertype 1709 13100 ∗ 100 38790 26175400

Gauss 774 3940 ∗ 100 39650 32125400

IJCNN 122 231 ∗ 100 2103 125723400

Letter 138 5 ∗ 100 2075 12616800

Pendigits 33 2 168 100 639 641
Shuttle 11 5 601 100 189 384
USPS 186 24 1621 100 1077 1081

Waveform 304 38673 ∗ 100 24905 249710000

Table 3: Accuracy(×100%) comparison on 12 large data sets by RBF kernel.(Superscript values indicate # of
training examples learned by IDSVM after 3,000 seconds.)

Data sets Forgetron Random LIBSVM IDSVM TVM with different budgets
(RBF) B=100 B=100 B = ∞ B = ∞ B=20 B=50 B=100 B=200 B=500

Adult 80.7 79.5 84.3 84.0 83.0 82.9 82.1 82.8 83.7
Banana 83.7 86.9 90.2 91.6 87.5 88.3 89.8 89.8 89.9

Checkerboard 82.4 82.9 99.8 99.77560 75.0 91.3 98.1 98.4 99.0
N-Checkerboard 70.3 72.9 96.9 95.810000 73.3 91.4 97.1 97.7 98.8

Covertype 56.4 64.4 85.3 80.55400 66.9 71.4 76.5 77.9 79.6
Gauss 77.3 78.7 81.5 80.75400 81.3 81.3 81.1 81.4 81.8
IJCNN 88.1 90.3 98.7 98.423400 93.1 95.8 97.0 97.4 97.9
Letter 73.1 71.9 93.2 95.06800 76.5 82.5 87.6 90.3 92.0

Pendigits 96.6 93.9 99.5 98.7 96.6 98.7 99.1 99.1 99.2
Shuttle 99.4 98.3 99.9 99.9 99.7 99.6 99.8 99.8 99.8
USPS 83.9 86.8 96.1 96.7 85.0 88.5 92.1 93.5 95.0

Waveform 82.5 85.4 87.9 89.010000 86.9 86.1 87.7 88.5 88.8

(Average of all) 81.2 82.7 92.8 92.5 83.7 88.2 90.7 91.4 92.1

Table 4: Accuracy(×100%) comparison on 12 large data sets by polynomial & linear kernels. (Superscript values
in IDSVM column indicate # of training examples learned by IDSVM after 3,000 seconds.)

Data sets
Polynomial Linear

Forgetron Random IDSVM TVM Forgetron Random IDSVM TVM
B=100 B=100 B=∞ B=100 B=100 B=100 B=∞ B=100

Adult 71.8 78.1 72.47200 81.2 61.9 74.4 84.58600 81.3
Banana 61.6 76.2 76.3 83.0 48.8 55.1 54.2 56.4

Checkerboard 54.1 81.9 99.867600 91.1 49.8 48.7 49.75400 51.7
N-Checkerboard 49.2 71.6 69.97600 93.9 50.0 48.8 49.23200 50.8

Covertype 60.0 59.1 71.66000 73.9 59.4 66.9 75.710400 75.6
Gauss 71.4 78.6 80.915400 81.1 65.7 75.4 76.214800 76.9
IJCNN 84.1 88.0 95.123800 96.9 52.5 89.8 92.1 94.2
Letter 68.5 68.0 88.6 84.7 63.9 66.8 72.211200 72.5

Pendigits 95.0 93.2 98.3 98.8 82.6 85.9 90.7 90.1
Shuttle 93.7 95.9 99.9 99.6 86.6 95.9 98.1 98.1
USPS 83.3 86.6 95.8 92.8 75.4 78.7 86.66600 83.8

Waveform 75.9 78.3 81.64600 86.6 65.1 79.6 85.217400 85.3

(Average of all) 72.4 79.6 85.9 88.6 63.5 72.2 76.2 76.4



Table 5: Accuracy(×100%) comparison of different TVM versions. (Superscript values indicate # of training
examples learned by IDSVM after 3,000 seconds; numbers in italics in TVM columns indicate that accuracy is
more than 3% smaller than for the default TVM.)

Data sets Random IDSVM TVM with different heuristics(B=100)
(RBF Kernel) B = 100 B = ∞ Default [-1 1] [-2 2] NoRejection Global FeatureSpace

Adult 79.5 84.0 82.1 81.4 80.5 83.2 82.3 81.8
Banana 86.9 91.6 89.8 88.7 89.8 90.5 90.4 90.3

Checkerboard 82.9 99.77560 98.1 97.3 95.2 97.9 95.5 97.4
N-Checkerboard 72.9 95.810000 97.1 97.1 89.1 97.2 94.6 96.9

Covertype 64.4 80.55400 76.5 76.6 72.7 75.6 70.3 76.0
Gauss 78.7 80.75400 81.1 81.2 81.2 81.2 81.2 81.2
IJCNN 90.3 98.423400 97.0 97.3 92.1 90.0 95.9 96.8
Letter 71.9 95.06800 87.6 87.5 78.4 78.8 80.4 86.9

Pendigits 93.9 98.7 99.1 98.9 93.0 98.8 98.6 99.2
Shuttle 98.3 99.9 99.8 99.8 98.0 99.8 99.8 99.8
USPS 86.8 96.7 92.1 91.7 84.3 81.9 91.1 91.9

Waveform 85.4 89.010000 87.7 87.1 83.2 84.3 88.1 87.6

(Average of all) 82.7 92.5 90.7 90.4 86.5 88.3 89.0 90.5

implemented in Matlab, while LIBSVM is implemented
in C++. We note that TVM was also implemented
in Matlab by borrowing many of the IDSVM routines.
This explains why TVM was faster than LIBSVM on the
largest data sets, despite its inferiority on the smallest
data sets. On the other hand, TVM was clearly much
faster than IDSVM on all data sets. Both LIBSVM and
IDSVM classifiers had comparable number of support
vectors that was in most cases much larger than the
TVM’s budget of 100 twin vectors.

In Table 3 we compare accuracies of the compet-
ing algorithms using RBF kernels, while in Figure 3
we illustrate how the accuracy of TVM and IDSVM
depended on the number of observed training exam-
ples. As expected, the memory-unbounded LIBSVM
and IDSVM had the highest accuracy. The two accu-
racies were quite similar and the small advantage of
LIBSVM could probably be attributed to occasional
early stopping of IDSVM. Importantly, TVM accura-
cies were very competitive and, in most cases, compa-
rable to the memory-unbounded SVMs. TVM accura-
cies consistently increased with budget B. It is worth
noting that TVM achieved impressive accuracies for a
very modest budget of B = 100, while the still mod-
est budget of B = 500 closely matched the accuracies
of the memory-unlimited competitors. Compared with
the baseline Random algorithm, TVM with B = 100
was considerably more accurate. In fact, even TVM
with B = 20 was superior to it. Interestingly, Forgetron
with B = 100 was not impressive.

Let us briefly discuss some specific results from Ta-
ble 3. TVM was the most accurate classifier on N-
Checkerboard data. This can be explained by a very

high noise level in the data, which TVM managed to
control by ignoring the twin vectors outside the margin
and by merging which revealed the class distribution.
Similar behavior was observed on other two noisy data
sets, Gauss and Waveform. In this case, TVM with a
tiny budget of B = 20 was equally successful to LIB-
SVM that created tens of thousands of support vectors.
At the other end of the spectrum are Letter, USPS, and
Covertype data that represent highly complex concepts
and have a low to modest level of noise. On Letter and
USPS, accuracy of TVM consistently and significantly
increased with the budget size and with B = 500 it
came close to that of LIBSVM and IDSVM. On Cover-
type, the difference was large even with B = 500, which
is understandable considering that 40% of the 100,000
training examples were used as support vectors in LIB-
SVM.

A glance at Figure 3 reveals further details specific
for each of the benchmark data sets. It reveals another
strength of TVM: for every choice of budget B and every
data set, the accuracy of TVM consistently grew with
the data stream size and was significantly larger than
Random (represented by the initial point of each TVM
curve).

Table 4 compares accuracies of four competing al-
gorithms with polynomial and linear kernels. It is evi-
dent that the accuracies were consistently and substan-
tially lower than when RBF kernel was used. Moreover,
some results for the polynomial kernels appeared quite
erratic. This clearly indicates that RBF kernel is the
most suitable choice for the 12 data sets we examined.
Despite this, the relative differences between the 4 al-
gorithms were consistent with the results in Table 3.
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Figure 3: The accuracy comparison on 12 large datasets. (Budget=20,100,500 for TVM)



Namely, TVM accuracy with B = 100 was quite com-
parable to IDSVM, and it was much higher than accu-
racies of Forgetron and Random. This result indicates
that the impressive TVM performance is not a function
of the specific kernel choice.

5.5 Evaluation of TVM Default Parameters.
Table 5 compares performance of the default TVM with
TVM where some alternative choices were made. In all
cases, the budget was set to B = 100 and RBF kernel
was used. The first two columns serve as the lower and
upper bound on accuracy. The third column is TVM
with default values. The alternatives kept all but one of
the default choices intact. As could be seen, the default
TVM had the highest overall accuracy. Reducing m2

from 2 to 1 (column 4) removed the buffer zone and
it negatively impacted the accuracy. Choice of m1

appears very important because its increase from 1 to
2 (column 5) resulted in the largest drop in accuracy.
This was probably caused because m1 = 2 prevented
reduction in margin size. Rejection merging appeared
highly successful because its omission (column 6) caused
substantial drop in accuracy (it was especially large
on IJCNN, Letter, and USPS ). Similarly, omission of
One-Sided merging (column 7) negatively impacted the
accuracy. Finally, feature space merging (column 8)
resulted in practically the same accuracy to input space
merging. This outcome justifies the default choice of
input space merging which is computationally cheaper.
All these results indicate that the proposed merging
strategies are highly successful and that each of them
significantly contributes to the success of TVM.

6 Conclusion

In this paper we presented a novel SVM algorithm called
TVM for online learning on a budget. TVM achieves
sublinear training time and constant space scaling with
the data stream size. Experimental results showed that
TVM achieves highly competitive accuracy as compared
to the memory-unbounded SVM algorithms. This hints
at the possibility of building accurate SVM classifiers
from very large data streams while operating under
a very limited memory budget. Furthermore, TVM
results in very compact SVM predictors and it directly
addresses a problem often observed in practice where
the size of SVM grows with the training data size. There
are several questions for future research. TVM was
evaluated on data streams that were sampled randomly
from the underlying distribution. The open question
is how robust TVM is when this assumption is broken.
Another question is related to the quadratic memory
scaling of TVM with budget size. Kernel perceptrons
are popular algorithms whose memory scales linearly

with the budget. As seen, performance of the state
of the art Forgetron algorithm was not impressive. It
would be interesting to explore if some of the ideas used
in TVM could improve performance of kernel perceptron
algorithms. Finally, lossy data compression is another
way of addressing the memory constraint. An open
question is whether and how data compression could
be integrated with data mining algorithms to further
improve the computational footprint of kernel based
supervised algorithms.
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